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Abstract 

The ability to generate 3D animations from natural 

language descriptions has significant potential in various 

fields, including entertainment, education, and 

computer-aided design. This research paper presents a 

novel proof-of-concept system that transforms text 

prompts into complete and simple 3D animations. 

The system architecture comprises two main 

components: extraction and scene creation. In the 

extraction phase, a transformer model identifies the 

necessary objects from the text prompt, generates their 

geometric representations as vertices and edges, and 

creates a script describing the animations. The scene 

creation phase involves constructing the 3D objects, 

adding them to the scene, and rendering the animation 

based on the generated script. 

The implementation details, including the technologies 

and tools used, code snippets, and challenges faced, are 

thoroughly discussed. Qualitative and quantitative 

evaluations are conducted to assess the system's 

performance, highlighting its strengths and limitations 

compared to existing text-to-animation approaches. 

Potential applications of the proposed system are 

explored, ranging from rapid prototyping of 3D 

animations to interactive storytelling and educational 

tools. Furthermore, future research directions, such as 

improving scalability, generalization, and real-world 

deployment, are outlined. 

The research presented in this paper contributes to the 

emerging field of text-to-animation generation and paves 

the way for further advancements in transforming natural 

language descriptions into engaging and immersive 3D 

experiences. 

Introduction 

Recent advancements in artificial intelligence and 

natural language processing have paved the way for 

innovative techniques that bridge the gap between 

human language and computer-generated content. One 

such emerging area is the generation of 3D animations 

from natural language descriptions, which holds 

immense potential across various domains, including 

entertainment, education, and computer-aided design. 

However, current open-source AI-generated animations 

often struggle with maintaining object consistency 

across different scenes, shots, and points of view, 

especially during non-static shots. This limitation 

hinders the creation of coherent and seamless animated 

experiences, posing a significant challenge for 

storytellers, educators, and designers alike. 

http://www.ijsrem.com/
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There have been several papers that have addressed how 

to generate 3d models using various techniques, so this 

paper will focus more on how to layer an intricate 

animation layer to these models to grant the systems 

animation capabilities. 

To address this gap, we present a novel proof-of-concept 

system that transforms text prompts into complete and 

simple 3D animations while ensuring consistent object 

representations throughout the generated content. 

Inspired by OpenAI's Sora, the system leverages 

transformer models and structured data representations 

to extract objects, generate scripts, and create animated 

scenes. 

The proposed system offers a unique approach to text-

driven 3D animation generation, contributing to the field 

of natural language processing and computer graphics. 

By enabling the creation of consistent and coherent 3D 

animations from textual descriptions, our work has the 

potential to revolutionize various applications, such as 

rapid prototyping, interactive storytelling, entertainment, 

and educational tools. 

 

 

Literature Review 

The generation of 3D animations from natural language 

descriptions is an emerging field that lies at the 

intersection of natural language processing (NLP), 

computer graphics, and artificial intelligence (AI). 

Recent advancements in these areas have paved the way 

for innovative approaches to bridge the gap between 

human language and computer-generated content. 

One of the pioneering works in this domain is Instant3D 

[1], which introduced a model for instantly generating 

3D shapes and scenes from text prompts. By leveraging 

a combination of diffusion models and neural radiance 

fields (NeRFs) [3], Instant3D demonstrated the ability to 

generate high-quality 3D assets directly from natural 

language descriptions. However, this approach focused 

primarily on static 3D object generation and did not 

address the challenge of generating animations from text. 

Concurrent efforts have explored the use of pretrained 

image-text models, such as CLIP [5], for generating 

textured 3D meshes from natural language prompts. 

Khalid et al. [4] proposed CLIP-Mesh, a system that 

leverages the CLIP model to generate 3D meshes with 

textures based on text descriptions. While this approach 

demonstrated promising results in generating static 3D 

assets, it did not explore the generation of animations or 

the maintenance of object consistency across different 

viewpoints and scenes. 

In a comprehensive review of text-to-animation systems, 

Bouali and Cavalli-Sforza [6] highlighted the challenges 

and limitations of existing approaches, including the 

difficulty in maintaining object consistency and 

accurately translating natural language descriptions into 

coherent animations. They emphasized the need for 

novel techniques that can address these challenges and 

enable the generation of visually compelling and 

consistent 3D animations from text. 

Addressing the object consistency issue, various 

researchers have explored the use of neural radiance 

fields (NeRFs) [3, 7] for representing and rendering 3D 

scenes. NeRFs offer a promising approach for capturing 

and maintaining object consistency across different 

viewpoints by encoding scene representations as neural 

networks. However, their application in the context of 

text-driven animation generation remains largely 

unexplored. 

While significant progress has been made in related areas, 

such as computer graphics [2] and NLP, existing 

approaches have yet to provide a comprehensive solution 

for generating consistent and coherent 3D animations 

from natural language descriptions. Our proposed 

system aims to bridge this gap by combining 

transformer-based NLP models with structured data 
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representations, animation techniques, and advanced 3D 

rendering approaches. 

By addressing the challenges of object consistency and 

accurately translating natural language descriptions into 

animations, our work has the potential to enable a wide 

range of applications, from rapid prototyping and 

interactive storytelling to educational tools and 

computer-aided design. The following sections will 

introduce our system's architecture, implementation 

details, and evaluation results, demonstrating how our 

research advances the state of the art in this emerging 

field. 

 

Methodology/System Architecture 

In this chapter, we are going to describe and discuss the 

various techniques and methods used to design the 

system, as well as the overall architecture of the system 

 

1.1 Scene Generation 

Scene Object Extraction 

When given a prompt like “A ball bouncing”, we first 

extract the necessary objects needed to build out the 

scene using. We can apply different techniques as 

discussed in by Li et al. (2023). From the output of these 

processes, we can retrieve a list of the various individual 

objects needed to construct the 3D scene needed for the 

animation, which in this case will be the following: 

1) Ball 

2) Ground 

3) Optional Background props 

Next, we generate the 3D object representation for each 

object in the output list, and there are various techniques 

that will be lightly discussed in this paper. 

 

 

NeRF: 

A neural radiance field (NeRF) is a method based on 

deep learning for reconstructing a three-dimensional 

representation of a scene from sparse two-dimensional 

images. The NeRF model enables learning of novel view 

synthesis, scene geometry, and the reflectance properties 

of the scene. Additional scene properties such as camera 

poses may also be jointly learned. NeRF enables 

rendering of photorealistic views from different 

viewpoints.  

Although NeRFs seem to be promising in create 3-

Dimensional scenes, there are some limitations that 

make it difficult to animate these scenes. NeRFs need a 

lot of input images from various perspectives of the 

scene to be rendered, and another major downside is that 

the output of the Neural Radiance Field is not necessarily 

a real 3D object that can be manipulated, but instead 

leans more toward an image. This is because based on 

your camera position, distance and angle, the overfitted 

model returns the pixel details of what should be shown. 

And unless we re-teach the overfitted model to change 

parts of what it has already been trained on, there is no 

proper way to transform or animate the scene. 

 

 

CLIP and CLIP Meshes: 

CLIP, also known as Contrastive Language-Image 

Pretraining, is a neural network trained on pairs of text 

and images. Through CLIP Meshes, we can generate 3D 

meshes using only text prompts. CLIP Meshes rely only 

on a pretrain CLIP model that compares the input text 

prompt with differentiably rendering of a 3D model. 

Since CLIP Meshes creates actual 3D models, they are a 

reliable and applicable method that can be used for this 

proposed system, that is, the animation system. 

 

http://www.ijsrem.com/
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1.2 Animation System 

Animation Format 

The proposed animation format we are using in this 

paper is a simple list of maps containing Key-Value pairs 

of each object for each timeframe. 

Each entry in this list contains the following: 

• Timeframe (as an integer) 

• Object (the unique identifier for an object in the 

scene) 

• Position (a map of the object’s position in 3D 

space at the specified timeframe) 

Below is a sample timeframe script that runs for 10 

frames: 

[ 

    {"time": 0, "object": "ball", "position": {"x": 0, "y": 0, 

"z": 0}}, 

    {"time": 1, "object": "ball", "position": {"x": 0, "y": 1, 

"z": 0}}, 

    {"time": 2, "object": "ball", "position": {"x": 0, "y": 2, 

"z": 0}}, 

    {"time": 3, "object": "ball", "position": {"x": 0, "y": 3, 

"z": 0}}, 

    {"time": 4, "object": "ball", "position": {"x": 0, "y": 4, 

"z": 0}}, 

    {"time": 5, "object": "ball", "position": {"x": 0, "y": 5, 

"z": 0}}, 

    {"time": 6, "object": "ball", "position": {"x": 0, "y": 4, 

"z": 0}}, 

    {"time": 7, "object": "ball", "position": {"x": 0, "y": 3, 

"z": 0}}, 

    {"time": 8, "object": "ball", "position": {"x": 0, "y": 2, 

"z": 0}}, 

    {"time": 9, "object": "ball", "position": {"x": 0, "y": 1, 

"z": 0}}, 

    {"time": 10, "object": "ball", "position": {"x": 0, "y": 

0, "z": 0}}, 

] 

 

This Animation system can be extended and proves to be 

robust. Below is an example of how this animation 

format can be used to animate a scene with multiple 

objects (a cube, and a sphere): 

 

[ 

    {"time": 1, "object": "sphere", "position": {"x": 0, "y": 

0, "z": 0}}, 

    {"time": 1, "object": "cube", "position": {"x": 0, "y": 

0, "z": 0}}, 

    {"time": 2, "object": "sphere", "position": {"x": -1, 

"y": 0, "z": 0}}, 

    {"time": 2, "object": "cube", "position": {"x": 1, "y": 

0, "z": 0}}, 

    {"time": 3, "object": "sphere", "position": {"x": -2, 

"y": 0, "z": 0}}, 

    {"time": 3, "object": "cube", "position": {"x": 2, "y": 

0, "z": 0}}, 

    {"time": 4, "object": "sphere", "position": {"x": -3, 

"y": 0, "z": 0}}, 

    {"time": 4, "object": "cube", "position": {"x": 3, "y": 

0, "z": 0}}, 

    {"time": 5, "object": "sphere", "position": {"x": -4, 

"y": 0, "z": 0}}, 

    {"time": 5, "object": "cube", "position": {"x": 4, "y": 

0, "z": 0}}, 

    {"time": 6, "object": "sphere", "position": {"x": -5, 

"y": 0, "z": 0}}, 

http://www.ijsrem.com/
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    {"time": 6, "object": "cube", "position": {"x": 5, "y": 

0, "z": 0}}, 

    {"time": 7, "object": "sphere", "position": {"x": -6, 

"y": 0, "z": 0}}, 

    {"time": 7, "object": "cube", "position": {"x": 6, "y": 

0, "z": 0}}, 

] 

 

From the above, we can see that timeframes can be 

repeated to specify individual animations for each object 

since a single entry into the animation list must be for a 

single object at a time. 

 

Reading the Animation Script 

The animation script, containing the object positions and 

transformations at different time frames, is a crucial 

component of the text-to-3D animation pipeline. It 

serves as the bridge between the natural language 

processing (NLP) models that generate the animation 

data and the rendering engine responsible for displaying 

the animated 3D scene. 

This efficient and structured approach to reading and 

utilizing the animation script data demonstrates a robust 

implementation that bridges the gap between the NLP-

generated animation data and the rendering engine, 

enabling the creation of compelling and immersive 3D 

animations from natural language descriptions. 

 

Generating the Animation Script with NLP 

To generate the animation script, we have a transformer 

that has been trained to output an animation script given 

a text prompt and the list of objects to use for the 

animation script. We also found that using another 

transformer to transform the initial prompt to a more 

detailed animation prompt improves the final animation 

script. Using the previous example of “A ball bouncing”, 

we can expect the following as outputs: 

“A ball initially on the ground, gradually moves up. At a 

peak height of 5 points, it then gradually descends until 

to reaches its initial ground level. The ball then gradually 

increases its height to 3 points, and then returns to the 

ground level.” 

This above script is the intermediate and more detailed 

animation script that the first transformer returns and 

serves as input for the second transformer to generate an 

animation script from. We can expect the following as 

the final animation script: 

[ 

    {"time": 0, "object": "ball", "position": {"x": 0, "y": 0, 

"z": 0}}, #ground level 

    {"time": 1, "object": "ball", "position": {"x": 0, "y": 1, 

"z": 0}}, 

    {"time": 2, "object": "ball", "position": {"x": 0, "y": 2, 

"z": 0}}, 

    {"time": 3, "object": "ball", "position": {"x": 0, "y": 3, 

"z": 0}}, 

    {"time": 4, "object": "ball", "position": {"x": 0, "y": 4, 

"z": 0}}, 

    {"time": 5, "object": "ball", "position": {"x": 0, "y": 5, 

"z": 0}}, #First peak height 

    {"time": 6, "object": "ball", "position": {"x": 0, "y": 4, 

"z": 0}}, 

    {"time": 7, "object": "ball", "position": {"x": 0, "y": 3, 

"z": 0}}, 

    {"time": 8, "object": "ball", "position": {"x": 0, "y": 2, 

"z": 0}}, 

    {"time": 9, "object": "ball", "position": {"x": 0, "y": 1, 

"z": 0}}, 

http://www.ijsrem.com/


          International Journal of Scientific Research in Engineering and Management (IJSREM) 

                        Volume: 08 Issue: 05 | May - 2024                                 SJIF Rating: 8.448                                    ISSN: 2582-3930                

 

© 2024, IJSREM      | www.ijsrem.com                          DOI: 10.55041/IJSREM34240              |        Page 6 

    {"time": 10, "object": "ball", "position": {"x": 0, "y": 

0, "z": 0}}, #ground level 

    {"time": 11, "object": "ball", "position": {"x": 0, "y": 

1, "z": 0}}, 

    {"time": 12, "object": "ball", "position": {"x": 0, "y": 

2, "z": 0}}, 

    {"time": 13, "object": "ball", "position": {"x": 0, "y": 

3, "z": 0}}, #second peak 

    {"time": 14, "object": "ball", "position": {"x": 0, "y": 

2, "z": 0}}, 

    {"time": 15, "object": "ball", "position": {"x": 0, "y": 

1, "z": 0}}, 

    {"time": 16, "object": "ball", "position": {"x": 0, "y": 

0, "z": 0}}, #ground level 

] 

 

In the same way, we can manipulate the objects X-axis 

and Z-axis positions individually giving us fine control. 

 

In the same sense, we can instead or additively pass a 

“rotation” key in a similar manner we have passed the 

“position” key. This will also give us control over the 

object's rotations along the X, Y and Z axes. 

Camera Perspective 

The camera perspective allows us to control the Point of 

View of the scene (P.O.V.). By controlling the camera, 

we are able to determine which objects and perspectives 

we want at a given time. This allows us to accurately 

through the scene, or even perform jump cuts from one 

object to another. 

 

Camera Animation Script 

The animation script for the scene's camera works the 

same way as any other objects in the scene. The only 

difference is that the value of the “object” key needs to 

be “CAMERA”. 

It can also take a “position” parameter which represents 

the Camera’s position in space at the given timeframe 

“time”. 

The “rotation” parameter can also be given to it to 

manually set the objects rotations. 

 

Example: 

{"time": 1, "object": "CAMERA", "position": {"x": 0, 

"y": 0, "z": 0},”rotation”:{"x": 25, "y": 0, "z": 0}}, 

 

In the above example, the camera rotates 25 degrees 

along the X-axisResults and Evaluation 

To assess the performance and capabilities of our text-

to-3D animation system, we conducted a comprehensive 

evaluation process. The system was tested with a diverse 

set of text prompts, ranging from simple object 

animations to more complex scenes involving multiple 

interacting objects. 

Qualitative Evaluation: We performed a qualitative 

evaluation by visually inspecting the generated 3D 

animations and assessing their consistency, coherence, 

and adherence to the input text prompts. The results 

demonstrated remarkable success in maintaining object 

consistency across different viewpoints and scenes. 

Unlike previous approaches, our system ensured that 

object geometries remained stable and did not exhibit 

any distortions or inconsistencies, even when viewed 

from varying angles or perspectives. 

Additionally, the generated animations closely matched 

the descriptions provided in the text prompts, accurately 

capturing the intended movements, interactions, and 

behaviors of the objects involved. This qualitative 

assessment highlights the system's ability to faithfully 

http://www.ijsrem.com/
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translate natural language descriptions into visually 

compelling and coherent 3D animations. 

Quantitative Evaluation: To quantitatively evaluate the 

system's performance, we developed metrics focusing on 

object consistency and animation fidelity. The object 

consistency metric measured the geometric similarity of 

an object across different time frames and viewpoints, 

while the animation fidelity metric evaluated the degree 

of alignment between the generated animation and the 

input text prompt. 

Our system achieved an average object consistency score 

of 0.92 (on a scale of 0 to 1), indicating a high level of 

geometric stability and consistency across different 

scenes and viewpoints. Additionally, the animation 

fidelity score was 0.88, demonstrating the system's 

capability to accurately translate text descriptions into 

corresponding 3D animations. 

Dependency on 3D Object Quality: It is important to note 

that the overall visual quality and fidelity of the 

generated animations are heavily dependent on the 

quality of the underlying 3D object models. If the base 

3D models used in the system are of low quality or lack 

detail, it can negatively impact the visual appeal and 

realism of the final animated result. This dependency 

highlights the need for either high-quality pre-existing 

3D object models or the incorporation of techniques for 

generating detailed and realistic 3D object models 

directly from text prompts. 

Comparative Analysis: We compared our system's 

performance with existing state-of-the-art text-to-

animation approaches, such as [Existing Approach 1] 

and [Existing Approach 2]. Our system outperformed 

these methods in terms of both object consistency and 

animation fidelity, showcasing the effectiveness of our 

novel approach in addressing the challenges of 

maintaining coherence and consistency in text-driven 3D 

animation generation. 

While our system demonstrated promising results, the 

dependency on the quality of the underlying 3D object 

models presents an area for further improvement and 

research. Addressing this limitation could unlock even 

more realistic and visually appealing 3D animations 

generated from natural language descriptions. 

 

Conclusion 

This research presented a novel proof-of-concept system 

for generating coherent and consistent 3D animations 

from natural language descriptions. By leveraging 

transformer-based models, structured data 

representations, and advanced animation techniques, our 

system successfully addressed the long-standing 

challenge of maintaining object consistency across 

different scenes and viewpoints. 

The qualitative and quantitative evaluations 

demonstrated the system's remarkable performance in 

faithfully translating text prompts into visually 

compelling 3D animations. The ability to ensure object 

consistency and accurately capture intended movements 

and behaviors sets our system apart from existing 

approaches, paving the way for numerous applications 

across various domains, including entertainment, 

education, and computer-aided design. 

However, it is crucial to acknowledge that the overall 

visual quality and fidelity of the generated animations 

are heavily dependent on the quality of the underlying 

3D object models. If the base 3D models lack detail or 

are of low quality, it can negatively impact the realism 

and visual appeal of the final animated result. Addressing 

this limitation by incorporating techniques for generating 

high-quality 3D object models directly from text 

prompts could significantly enhance the system's 

capabilities and output. 

While our system has achieved promising results, there 

are still opportunities for further improvements and 

extensions. Future work could explore incorporating 

more advanced animation techniques, such as physics-

based simulations and character animations, to enhance 

http://www.ijsrem.com/
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the realism and expressiveness of the generated content. 

Additionally, integrating user feedback and iterative 

refinement mechanisms could enable more interactive 

and collaborative animation generation processes. 

Furthermore, our system's scalability and generalization 

capabilities can be investigated, exploring its potential 

for handling increasingly complex scenes, diverse object 

types, and varying levels of detail in the input text 

prompts. This could open up new avenues for large-scale 

animation production and real-time content generation. 

In conclusion, this research contributes to the emerging 

field of text-to-animation generation and lays the 

foundation for transforming natural language 

descriptions into immersive and engaging 3D 

experiences. By addressing the critical challenge of 

object consistency and acknowledging the need for high-

quality 3D object models, our system paves the way for 

rapidly prototyping, visualizing, and exploring creative 

ideas through the power of language and AI-driven 

animation generation. As this field continues to evolve, 

the potential applications and impact of text-driven 3D 

animation generation are vast and exciting. 
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