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ABSTRACT 

In this digital era the behaviour of customers has undergone a profound transformation due to easy accessibility 

of internet and smart engineering technologies. Many industries, businesses, companies and organizations are 

offering the services to them. The market is very competitive so there is a need to adopt a technology as per 

customer expectations to cope up with these problems. The customer segmentation is one the best way to rectify 

these problems. This method is based upon to grouping customers based on similarities to tailor offerings and 

experiences. With the help of these segments, they can better meet specific needs and can build a best customer 

relationship. This paper explores how traditional and advanced customer segmentation methods such as K-

Means Clustering, Principal Component Analysis, decision Tree Classifier, Elbow Method etc. to engineering 

innovation and highlights the intersection of customer analytics and engineering design, provide customize 

solutions.  
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INTRODUCTION 

Customer segmentation plays a significant role in driving engineering innovation by enabling organizations, 

companies and other sector to customize their products, services. It is the process of dividing customers into 

groups on the basis of some parameters such as their characteristics, behaviours, needs, and preferences. With 

the help of they can tailor their products, services, marketing, and communication strategies to each segment in 

proper manner and can make a good customer relationship. This innovative technique helps personalize 

marketing efforts, improve customer engagement, and embellish the customer experience. With the 

understanding different customer segments, businesses can deliver more relevant content, personalize offers, 

and optimize their strategies for better results. 

Customers have specific characteristics, choices, preferences, and expectations so reorganization of these 

variable is necessary for effective outcome. Customer segmentation is the method which allows businesses to 

gain deeper insights into individual customer segments, creating tailored content that fulfil their unique needs 

and challenges. It increases the consumer engagement by advertisements and marketing messages via suitable 

platform. If the customer found a good review of a product, then it increases his satisfaction with that product. 

Customer segmentation eliminates wasted time, money and improve return on investment. 

Thus, customer segmentation is a powerful tool for engineering innovation, enabling companies, industries, 

businesses to create more relevant, effective, and profitable products. Its application is continuously increasing 

in recent decades. The brief of application is shown in this Table 1. 
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Table:1 Applications of Customer segmentation in various sectors 

Sectors Applications 

Retail & E-commerce Personalized product recommendations for example Amazon, 

Flipkart, Spotify etc. 

Banking & Insurance Financial recommendations, Investment strategies 

Healthcare Health programs for example diet plans, weight management etc.  

Environmental Campaigns Designing eco-awareness campaigns  

Transportation Fare plans such as travellers by purpose or location, need logistic 

etc. 

Smart Cities Public safety, Governance utilities and energy management 

strategies adjusted for different user segments 

Education Scholarship programs for students with different backgrounds 

and needs 

 

LITERATURE REVIEW 

The area of customer segmentation has evolved significantly over the past decades. There is transition from 

traditional demographic-based methods to smart engineering innovation methods. Kotler & Keller studied about 

the customer groups as per age, income, and location. The emergence of data mining techniques has been found 

in further studies and new methods for customer segmentation based on behavioral and transactional data was 

introduced. 

 Clustering algorithms, particularly K-Means, was widely used due to its efficiency and ease of interpretation.  

MacQueen (1967) was first who introduced the K-Means algorithm. Punj & Stewart, 1983; Dolnicar, 2003 have 

validated the utility of K-Means for marketing segmentation for large datasets. Elbow method was also used to 

resolve the challenges arose in K means algorithms. The other engineering innovation was also investigated in 

this direction for example Principal Component Analysis have been developed by Pearson (1901) and later 

expanded by Hotelling (1933), reduces the number of features by transforming them into a set of linearly 

uncorrelated components. It was a good tool in customer segmentation which preserved the variance in the 

dataset and eliminating redundancy. As clustering is an unsupervised learning task, external validation 

techniques, including the use of supervised classifiers, have been studied by Rendón et al., 2011.  

One of the important method decision trees a transparent method for evaluating clustering performance by 

providing interpretable rules based on feature splits was invented by Leo Breiman and his coworkers. S. Dutta 

et.al. did his work in the same field and gave a better input in the research of customer segmentation. A. 

Kuusik et. al. studied in telecommunication sector. Many others studied in various field such as banking sector, 

life insurance company and e-business managements and found fruitful results. 

METHODS OF CUSTOMER SEGMENTATION 

The different traditional and advanced methods are used for customer segmentation. The customers can divide 

into smaller subgroups by few characteristics. These common characteristics help in creating customer profiles 
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which leads to increasingly personalized marketing messages that guide customers. The traditional methods are 

summarised in Table: 2. This method are as follows- 

Behavioural Segmentation 

Behavioural segmentation is on the basis of customer actions and interactions with product or services provided 

by company. This segmentation is categorized by frequent activities, purchase history, product usage, and 

routines etc. It is focus on add, emails and reminder on social platform to regular basis.  

Geographic Segmentation 

Geographic segmentation is on the basis of customers location, country size, states, cities, towns, etc. This 

segmentation method is useful for companies which are operating in multiple locations within the same city or 

country.  

Table:2 Traditional methods of customer segmentation 

Factors  Characteristics 

Behavioural 

 

User status, purchase occasion, product, readiness state, rate, loyalty status 

and benefits  

Geographic 

 

Region, population size, country size, climate and city size 

Demographic 

 

Age, gender, family size, life cycle, income, occupation, education, 

religion, race and nationality 

Psychographic 

 

Social class, life style and personality 

 

 

Demographic Segmentation  

Demographic segmentation is based on customers income, education level, gender, and age.  This segmentation 

is beneficial is useful for ecommerce, fashion-based companies that sells both mid-range and luxury range 

products for women and men. 

Psychographic Segmentation 

Psychographic segmentation is based on customers including personality, habits, beliefs, and interests. It is 

useful for lifestyle brands.  This segmentation deal with the emotional and mental aspects influencing consumer 

behavior and can create more targeted and effective product development strategies.  

The advanced data mining methods have also been emerged as essential tools in customer segmentation. This 

modern approach involves processing vast datasets from databases using intelligent solutions such as K-Means 

Clustering, Principal Component Analysis, decision Tree Classifier, Machine Learning, Elbow Method, kernel 

methods and Taguchi method etc. These methods are highly effective and time-efficient. 

The advanced customer segmentation methods are as follows- 

K-Means Clustering:In essence, K-means clustering is a powerful tool for grouping data based on similarity, 

with a wide range of applications in various fields, but it's important to be aware of its limitations, especially 

regarding the choice of the number of clusters and the shape of the cluster 
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This method is used to organize data into groups based on their similarity. The algorithm works by picking few 

central point’s randomly called centroids (Figure 1). After this the similar centroid forming a cluster. After all 

the points are assigned to a cluster the centroids are updated by finding the average position of the points in 

each cluster. This process repeats until the centroids stop changing forming clusters. The goal of clustering is to 

divide the data points into clusters so that similar data points belong to same group. This is useful for online 

store.  

                                                                      

                        (a) Unlabelled Data                             (b) Labelled Clusters 

                                         Figure: 1 K- Means Clustering 

Principal Component Analysis: 

When dataset is very big then this method reduces the dimensionality of these dataset and create a set of 

uncorrelated variables. These uncorrelated variables also called principal component are linear functions of 

those in the original dataset. It is the oldest method and widely used because information loss is minimum and 

preserving the variability. This is useful to detect anomalies in credit card transactions, sensor readings, or 

network traffic etc. 

Decision Tree Classifier 

It is the processing of data by cleaning and creating variables from existing data. It uses a tree-like graph where 

each node represents a decision point based on a customer's characteristics such as age, buying behaviors etc. It 

evaluates the conditions at each step to divide customers into smaller groups (Figure 2). It is a valuable tool for 

retail business and can increase customers satisfaction, loyalty, and profitability etc. 

 

Figure: 2 Decision Tree Classifier 

 

METHODOLOGY: 

Customer segmentation is a strategic process that divide customers into distinct groups on the basis of shared 

characteristics such as location, behaviors, size and needs etc. This methodology enables businesses to tailor 

their services. It involves following steps (Figure 3:). 

http://www.ijsrem.com/
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Data Preprocessing: It involves data cleaning for handling missing value, reducing noise and duplicate data 

which is followed by data integration and transformation. scaled the dataset for better performance. 

Dimensionality Reduction: 

Dimensional reduction is carried out by using principal component analysis to reduce the number of features 

while retaining important information 

Hyperparameter Tuning: 

Apply the Elbow method to find the optimal number of clusters for K-Means clustering. 

Model Training: 

Trained the K-Means clustering model using the identified optimal number of clusters. And found the centroid 

or cluster centers for each segment. 

Model and Data Persistence: 

Saved these trained K-Means model and the scaled dataset using joblib for future use. 

Model Evaluation: 

After this use decision tree classifier to evaluate the model's accuracy and split the data into training and testing 

sets. Now trained the decision tree classifier on the training data and tested the accuracy of the model on the 

testing data. Saved the trained decision tree model for future use. 

 

 

 

 

 

 

 

 

 

 

Figure 3: Process of Customer Segmentation 

DATA ANALYSIS AND RESULTS 

Datasets obtained after the data preprocessing phase was ready for dimensionality reduction. Principal 

Component Analysis method applied for dimensional reduction.  The smaller set of principal components 

retained better variance. This step was critical for improving the computational efficiency of the model and 

enhancing the interpretability of the clustering results. Elbow method was used for determining the optimal 

Consumer information data, 
consumption record data, consumer 

behaviour data 

Interpret 
market 
strategy 

 

Collect 
Enterprise, 

organisation 
demand 

Cluster analysis, principal component 
analysis, decision tree etc. 

Select 
segmentatio

n variable 

 

Choose 
segment 

technology 

Analyse 
segmented 

data 

http://www.ijsrem.com/


          International Journal of Scientific Research in Engineering and Management (IJSREM) 

                          Volume: 09 Issue: 05 | May - 2025                              SJIF Rating: 8.586                                          ISSN: 2582-3930                                                                                                                                               

 

© 2025, IJSREM      | www.ijsrem.com                                 DOI: 10.55041/IJSREM48679                                               |        Page 6 
 

number of clusters (K) for the K-Means algorithm. To further validation a decision tree classifier was used to 

predict cluster memberships. The dataset was split into training and testing sets with good ratio.  

 It has been observed that data segmented into four clusters (K=4), which are represented by different colors 

that is red (cluster 0), green (cluster 1), blue (cluster 2), black (cluster 3). Red clusters are densely packed and 

denote low-spending or low-activity customers. They may be new customers, low-value buyers and those with 

minimal transactions. Green clusters are slightly more spread. These customers show moderate activity and 

potential growth segment if targeted with some offers. Blue clusters spread out along the PCA1 axis and are 

most dispersed cluster indicates high variance in behavior means high-spending customers, frequent shoppers. 

They can be considered the premium segment. Black clusters are most densely packed and positioned slightly 

upward along PCA2 could represent frequent but average spenders or a core loyal segment. These are important 

for consistent business (Figure 4). 

 

 

Figure 4: K - means Clustering 

It has been found that customer segmented in cluster 0 or red are low balance most customers and majority have 

balances under 5,000. Their balance frequency concentrated near 1.0, indicates regular balance usage that is 

very active. The purchases are also very low or most customers have near-zero purchases. From this we can 

make the interpretation that they have low balance, low purchases but frequently using balance or small but 

frequent transaction customers. They are budget-conscious or daily-use segment (Figure 5). 

The customer segmented in cluster 1 or green have slightly more balance than cluster 0 but still 
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Figure 5: Cluster Representation - Balance, Balance Frequency and Purchase 

low overall. Their balance Frequency is very high that is near 1.0 and frequent usage. The purchases are mostly 

near zero. From this we can make the interpretation that they are similar to Cluster 0 but slightly higher balance 

and frequent users. 

The customer segmented in cluster 2 or blue are spread across the full range and have higher balances. Their 

balance Frequency varies means some are frequent users and some are less so. Thus, their purchases skewed 

low but includes customers with higher purchase activity. From this we can make the interpretation that they 

are high potential customers, possibly diverse spending behavior. 

The customer segmented in cluster 3 or black have similar pattern to Cluster 2, with some customers holding 

very high balances. Their balance frequency is around 0.8 for many and are moderately active. Their purchases 

are mostly low but a few high-spending users exist. From this we can make the interpretation that they are less 

frequent but high-balance users that is wealthy but occasional spenders. 

CONCLUSION 

Customer segmentation by leveraging machine learning techniques such as K -means clustering combined with 

Principal Component Analysis for dimensionality reduction and decision tree classification for validation is a 

systematic and data-driven approach. The findings of this study have practical implications for businesses 

aiming to personalize marketing strategies, optimize resource allocation, and enhance customer engagement. 

Despite the encouraging results, some limitations should be acknowledged. Other smart clustering algorithms, 

such as DBSCAN or hierarchical clustering, could provide alternative perspectives on customer groupings. In 

conclusion, it is a framework for customer segmentation provide better platform for businesses, companies in 

today's dynamic market landscape. 
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