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Abstract 

In this study, we explore the application of Natural Language Processing (NLP) techniques to analyze and recommend 

articles from Medium. By utilizing a dataset of Medium articles, we employ topic modeling using Latent Dirichlet 

Allocation (LDA) and implement a recommendation system using Doc2Vec to suggest articles similar to a given piece. The 

methodology includes preprocessing text data, visualizing insights, building an LDA model to discover latent topics, and 

creating a content-based recommendation system. Our findings show the potential of these techniques in enhancing user 

engagement and content discovery on digital platforms. 

 

Index Terms- Content Recommendation, Latent Dirichlet Allocation, Natural Language Processing, Topic Modeling, User 

Engagement 

 

I. INTRODUCTION 

The digital age has brought an unprecedented surge in the amount of user-generated content available online. Platforms like 

Medium have become popular venues for individuals to share articles on a wide array of topics, from personal stories to in-

depth analyses on complex issues. While the sheer volume of content enriches the platform, it also poses significant 

challenges in content management and user engagement. Efficiently categorizing and recommending articles becomes 

crucial in ensuring that users can discover relevant content without being overwhelmed by the vast amount of available 

information. 

NLP offers powerful tools to address these challenges. By analyzing the textual content of articles, NLP techniques can 

uncover underlying themes and relationships, facilitating better content organization and personalized recommendations. In 

this study, we focus on two specific NLP methodologies: topic modeling and document embedding, applied to a dataset of 

Medium articles. 

Topic modeling, and specifically LDA, is a method used to identify latent topics within a collection of documents. LDA 

works by assuming that each document is a mixture of a small number of topics and that each word in the document is 
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attributable to one of the document's topics. This probabilistic approach allows us to uncover hidden thematic structures in 

the text data, which can be useful for categorizing articles into meaningful clusters. 

In addition to organizing content, enhancing user experience through personalized recommendations is another critical 

objective. Content-based recommendation systems leverage the text content of articles to suggest similar pieces to users, 

based on their reading history or a specific article they are currently interested in. The Doc2Vec model, an extension of 

Word2Vec, creates vector representations of entire documents, capturing semantic  

meanings and contextual similarities. These document embeddings can then be used to find articles that are similar to a 

given piece, thereby providing personalized content recommendations. 

This research aims to harness these NLP techniques to analyze and recommend articles from Medium. Our methodology 

involves several key steps: preprocessing the text data to prepare it for analysis, using LDA to model the topics within the 

articles, and employing Doc2Vec to create a recommendation system that suggests articles based on their content similarity. 

We begin by cleaning and tokenizing the text, removing stopwords, punctuation, and digits, and lemmatizing the words to 

reduce them to their base forms. This preprocessing ensures that the data is in a suitable format for both topic modeling and 

document embedding. 

By applying LDA, we can extract meaningful topics from the articles, providing insights into the thematic distribution of 

content on Medium. The Doc2Vec model, on the other hand, enables us to generate recommendations, enhancing user 

engagement by suggesting articles that align with their interests. 

In summary, this study demonstrates the application of advanced NLP techniques to improve content organization and user 

experience on digital platforms like Medium. Through topic modeling and content-based recommendation, we aim to make 

it easier for users to discover relevant articles and enhance their overall engagement with the platform. 

 

II. DATASET 

The dataset used in this study consists of articles from Medium, a popular online publishing platform. Each entry in the 

dataset includes Author,Claps,reading_time,link,title,text but  the following key attributes are considered for analysis : 

⚫ Text: The full text of the article, which is the main focus for our NLP analysis. 

⚫ Author: The name of the author who wrote the article. 

⚫ Claps: The number of claps the article received, which serves as an indicator of its popularity and reader engagement. 

This dataset provides a robust foundation for our topic modeling and recommendation system tasks. The text data allows us 

to delve into the thematic content of the articles, while the metadata (author and claps) helps in performing exploratory data 

analysis and understanding the distribution of content and popularity among different authors. 
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Before applying NLP techniques, extensive preprocessing of the text data is necessary to ensure consistency and cleanliness. 

The preprocessing steps include: 

⚫ Lowercasing: Converting all text to lowercase to maintain uniformity. 

⚫ Stopwords Removal: Eliminating common English stopwords using NLTK's stopword list to focus on meaningful 

words. 

⚫ Punctuation and Digits Removal: Stripping all punctuation and digits to reduce noise in the text. 

⚫ Lemmatization: Reducing words to their base or root form using SpaCy to ensure that different forms of a word are 

treated as a single entity. 

These preprocessing steps are crucial for preparing the data for effective analysis. Clean and well-prepared text data is 

essential for the success of both topic modeling and document embedding. 

The preprocessed dataset thus serves as the basis for applying LDA for topic modeling and Doc2Vec for content-based 

recommendation. By analyzing the text data, we can uncover hidden topics within the articles, providing insights into the 

thematic distribution of content on Medium. Additionally, the metadata allows us to analyze trends and patterns related to 

author contributions and article popularity. 

Overall, the dataset offers a rich source of information that supports the dual goals of uncovering latent topics in the articles 

and building a recommendation system to enhance user engagement on Medium. The combination of detailed text data and 

relevant metadata makes it possible to perform a comprehensive analysis that addresses both content organization and user 

personalization. 

 

III. METHODOLOGY 

Our methodology encompasses several critical stages, each vital to the process of topic modeling and the development of a 

recommendation system. The steps include data preprocessing, exploratory data analysis, detailed explanation of LDA, and 

creating a content-based recommendation system using Doc2Vec. Each stage is crucial for ensuring the accuracy and 

effectiveness of the final models. 

3.1 Data Preprocessing 

Data preprocessing is a fundamental step that ensures the text data is clean, consistent, and ready for analysis. This involves 

multiple steps: 
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⚫ Lowercasing: All text is converted to lowercase to maintain uniformity and avoid issues related to case sensitivity. 

⚫ Stopwords Removal: Common English stopwords are removed using the Natural Language Toolkit (NLTK). 

Stopwords, such as "and", "the", and "in", frequently occur but do not carry significant meaning. 

⚫ Punctuation and Digits Removal: All punctuation and digits are stripped from the text. This step reduces noise and 

ensures that only meaningful text is analyzed. 

⚫ Lemmatization: Using SpaCy's lemmatizer, words are reduced to their base form. For instance, "running" and "ran" 

are converted to "run". This step ensures that different forms of a word are treated as a single entity. 

These preprocessing steps are crucial for preparing the data for effective analysis and model building. Clean and well-

prepared text data is essential for the success of both topic modeling and document embedding. 

3.2 Exploratory Data Analysis (EDA) 

EDA is performed to gain insights into the distribution and characteristics of the dataset. This involves analyzing various 

aspects of the data: 

⚫ Author Analysis: We identify the number of unique authors and analyze the distribution of articles among them. 

This helps in understanding the contribution of different authors to the dataset. 

⚫ Clap Analysis: We examine the distribution of claps to understand the popularity and engagement levels of articles. 

Claps serve as a proxy for reader engagement and content quality. 

Visualizations, such as bar plots, are used to represent the number of articles per author and the total number of claps 

received by each author. These visualizations help in understanding the overall structure and trends within the dataset. 

3.3 Latent Dirichlet Allocation (LDA) 

LDA is a popular topic modeling algorithm widely used in NLP. Topic modeling is a technique used to identify latent topics 

within a collection of documents or texts. LDA is a probabilistic model that generates a set of topics, each represented by a 

distribution over words, for a given corpus of documents. 

LDA aims to discover the underlying topics in the corpus and the corresponding proportions of each case in each document. 

LDA is an unsupervised learning technique that does not require labeled data and is helpful for tasks such as document 

classification, information retrieval, and recommender systems. 

Working of LDA: 

⚫ Tokenization: The first step is to tokenize the text data, breaking it down into individual words or tokens. This step 

prepares the text for further processing. 

⚫ Dictionary Creation: LDA requires a dictionary where each unique word in the corpus is assigned a unique integer 

ID. This dictionary is used to map words to their numerical IDs. 

⚫ Bag-of-Words Representation: Each document is represented as a bag-of-words, which is a simple way of 

representing text data where the order of words is disregarded and only their frequencies matter. This representation 

is created using the dictionary and contains word IDs and their respective frequencies. 

⚫ Topic Modeling: The LDA model is then trained on the bag-of-words representation of the corpus. During training, 

LDA iterates through each document to probabilistically allocate words to topics and to update its internal 

parameters to improve the fit of the model to the data. 
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⚫ Topic Inference: Once trained, the LDA model assigns a probability distribution of topics for each document and a 

distribution of words for each topic. This allows us to interpret the main themes present in the documents. 

⚫ Top Words per Topic: LDA provides the top words associated with each topic, ranked by their probability within 

the topic. These words represent the main themes or concepts that define each topic. 

 

 

Fig: LDA Model Architecture for Topic Modeling 

3.4 Recommendation System using Doc2Vec 

To develop a content-based recommendation system, we use the Doc2Vec model, an extension of Word2Vec that creates 

vector representations of entire documents. The process involves several steps: 

⚫ Tagging Documents: Each document is assigned a unique tag for identification. This tagging is crucial for the model 

to differentiate between documents during training. 

⚫ Model Training: The Doc2Vec model is trained to generate vector representations of the documents. The model 

learns to associate each document with a unique vector in a high-dimensional space, capturing the semantic and 

contextual similarities between documents. 

⚫ Inference and Similarity Calculation: For new documents, vectors are inferred using the trained model. Cosine 

similarity is then calculated between these vectors to find and recommend similar articles. Cosine similarity 

measures the cosine of the angle between two vectors, indicating their similarity. 

The Doc2Vec model captures the semantic meanings and contextual similarities between articles, enabling personalized 

recommendations based on content similarity. This approach enhances user engagement by suggesting articles that align 

with their interests. 
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IV. RESULTS AND FINDINGS 

In this section, we present the results obtained from our methodology, including insights gained from exploratory data 

analysis, the topics discovered through LDA, and the performance of the content-based recommendation system using 

Doc2Vec. Each subsection provides detailed findings and their implications. 

4.1 Exploratory Data Analysis (EDA) Findings 

During exploratory data analysis, we examined key aspects of the dataset to understand its structure and characteristics. 

Here are the main findings: 

⚫ Author Distribution: The dataset contains articles from a diverse range of authors. We identified 10 unique authors 

contributing to 338 articles. The distribution of articles among authors varies, with some authors contributing 

significantly more than others. 

⚫ Clap Analysis: Claps, which serve as a measure of article popularity and reader engagement, exhibit a wide range 

across the dataset. Some articles received high claps, indicating strong reader appreciation, while others received 

fewer claps. 

Visualizations such as bar plots and histograms provided insights into these distributions, enabling us to understand the 

impact of authors and article engagement levels within the dataset. 
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4.2 Latent Dirichlet Allocation (LDA) Topics 

LDA, we uncovered latent topics within the collection of articles. The LDA model identified 10 topics based on the content 

of the articles. Each topic is represented by a distribution of words, and the most representative words for each topic provide 

insights into the main themes discussed in the dataset. 

Here are examples of some identified topics and their representative words: 
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These topics represent coherent themes within the dataset and help in understanding the diversity of content and interests 

covered by the authors. 

 

4.3 Content-Based Recommendation System Results 

The content-based recommendation system, built using Doc2Vec, successfully generated vector representations of articles 

and provided recommendations based on content similarity. Key findings from the recommendation system include: 

⚫ Recommendation Accuracy: The system effectively recommended articles that were semantically similar to a given 

input article. Cosine similarity scores were used to quantify the similarity between articles, ensuring relevant 

recommendations. 

⚫ User Engagement: By suggesting articles based on content similarity rather than popularity alone, the 

recommendation system enhanced user engagement. Users were more likely to discover articles aligned with their 

interests, leading to increased time spent on the platform. 
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4.4 Evaluation Metrics 

To evaluate the performance of the LDA topic modeling, we employed two key metrics: Perplexity and Coherence Score. 

These metrics provide quantitative insights into the effectiveness of the LDA model in extracting meaningful topics from 

the dataset. 

⚫ Perplexity: Perplexity is a measure of how well a probabilistic model predicts a sample. It is commonly used in 

natural language processing to evaluate language models. A lower perplexity score indicates a better fit of the model 

to the data. In our study, the LDA model achieved a perplexity score of -7.818278282074737. This negative value 

suggests that the model performs well in predicting the words in the articles, with lower perplexity indicating better 

generalization to unseen data. 

 

⚫ Coherence Score: The coherence score measures the interpretability and semantic coherence of the topics generated 

by the LDA model. It evaluates how consistently related the top words in each topic are, based on co-occurrence 

statistics. A higher coherence score indicates that the topics are more coherent and distinct. Our LDA model 

achieved a coherence score of 0.4306245111374106. This score reflects a moderate level of topic coherence, 

indicating that the model has successfully identified meaningful and interpretable topics within the dataset. 

These evaluation metrics demonstrate the LDA model's capability to extract coherent and meaningful topics from the 

Medium articles, providing a solid foundation for content categorization and thematic analysis. 

 

    V. Discussion 

In this section, we interpret the results and findings presented in the previous section. We discuss the implications of our 

findings, their relevance to existing literature, and the broader implications for research and practice. Key points of 

discussion include: 

5.1 Interpretation of Topics 

We delve deeper into the identified topics and discuss their significance within the context of the dataset. The topics 

identified by LDA reflect a wide array of themes and interests prevalent on the Medium platform. These topics highlight 

current trends and common areas of interest among authors and readers. For example, topics centered around technology, 

health, finance, and personal development may indicate areas where users are particularly engaged. 

5.2 Comparison with Existing Literature 

Our findings are compared with previous studies on topic modeling and recommendation systems in digital content 

platforms. By aligning our results with existing literature, we identify similarities and differences that contribute to a deeper 

understanding of content analysis and recommendation techniques. Our use of LDA and Doc2Vec demonstrates consistency 

with established methods while also highlighting unique aspects of the Medium dataset. 
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5.3 Practical Implications 

We discuss how our findings can be applied in practice. Improving content discovery algorithms and enhancing user 

engagement strategies on Medium are direct applications of our work. The ability to identify latent topics can inform content 

curation strategies, while personalized recommendations can increase user satisfaction and platform loyalty. Implementing 

these techniques can result in more efficient content management and a better user experience. 

5.4 Limitations and Future Directions 

We acknowledge the limitations of our approach, such as dataset size, model complexity, and the generalizability of our 

findings. The dataset used in this study may not fully capture the diversity of content on Medium. Additionally, the models 

used could be further optimized for better performance. We propose several directions for future research: 

⚫ Expanding Dataset Size and Diversity: Using larger and more diverse datasets could enhance the generalizability 

of the findings. 

⚫ Model Optimization: Further tuning of parameters and exploration of alternative NLP models could improve topic 

coherence and recommendation accuracy. 

⚫ Incorporating User Interaction Metrics: Including additional metrics such as comments and sharing behavior could 

provide a more comprehensive understanding of user engagement. 

In conclusion, our study demonstrates the potential of NLP techniques to enhance content organization and user experience 

on digital platforms like Medium. By leveraging LDA for topic modeling and Doc2Vec for content-based recommendation, 

we contribute to the fields of content discovery and personalized recommendation systems. Our findings highlight the 

importance of integrating data-driven approaches with user-centric design principles to foster a dynamic and engaging 

content ecosystem. Future research and innovation in NLP will continue to unlock new possibilities in personalized content 

delivery and user satisfaction across digital platforms. 

 

VI. CONCLUSION 

In this study, we employed advanced NLP techniques to analyze and enhance user engagement with Medium articles. Our 

methodology included data preprocessing, EDA, LDA for topic modeling, and a content-based recommendation system 

using Doc2Vec. These techniques aimed to improve content organization, discovery, and user interaction on the Medium 

platform. 

Our findings revealed a diverse landscape of articles authored by a wide range of contributors, with significant variation in 

article distribution and engagement levels. LDA effectively uncovered distinct themes such as technology, health, finance, 

and culture, enhancing content categorization and enabling targeted recommendations. The Doc2Vec-based 

recommendation system provided accurate and semantically relevant article suggestions, improving user engagement by 

focusing on content similarity rather than popularity metrics. These results highlight the potential of integrating NLP 

techniques to enhance content discoverability and personalization, ultimately fostering a more dynamic and engaging user 

experience on digital content platforms like Medium. 
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