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     Abstract — In the evolving landscape of legal technology, 

retrieving relevant laws and case judgments efficiently 

remains a critical challenge due to the complexity, ambiguity, 

and contextual nature of legal language. Traditional keyword-

based legal search engines often fail to capture the semantic 

relevance required for precise legal reasoning. This paper 

introduces a modern Transformer-based Legal Information 

Retrieval System tailored to the Indian legal domain, 

leveraging Retrieval-Augmented Generation (RAG) 

architecture. The proposed system integrates Google's 

Gemma 2B-IT language model with semantic embedding 

techniques using all-MiniLM-L6-v2 for dense vector indexing 

and similarity matching. A curated corpus of Indian statutes 

and over 4,000 case judgments is pre-processed, indexed, and 

embedded using LlamaIndex to enable contextual document 

retrieval. Queries from users are interpreted semantically and 

matched with the most relevant legal content before being 

synthesized into a natural language response. The system 

demonstrates significant improvements in relevance and 

response quality compared to rule-based approaches and 

generic LLM outputs. This research aims to empower legal 

professionals, students, and the public by providing fast, 

accurate, and interpretable legal insights through AI, 

reducing the dependency on manual legal research and 

improving access to justice. 

Keywords - Legal Information Retrieval, Retrieval 

Augmented Generation (RAG), Gemma 2B-IT, Semantic 

Search, Legal NLP, Case Law Matching, Deep Learning, 

Legal Document Understanding, Transformer Models. 

 

I. INTRODUCTION 

          The legal domain is inherently textual and 

structurally intricate, comprising vast and ever-growing 

collections of case law, statutes, judicial rulings, regulatory 

frameworks, and constitutional provisions. These legal 

texts form the backbone of legal interpretation, decision-

making, and governance. However, they are characterized 

by dense syntax, domain-specific vocabulary, 

jurisdictional dependencies, and complex logical 

structures. Traditionally, legal professionals have relied on 

manual research, citation tracing, and keyword-based 

search engines to retrieve relevant information. These 

conventional tools often fall short in interpreting nuanced 

legal terminology, resolving semantic ambiguity, or 

understanding the contextual relevance of a case in relation 

to a query. As a result, legal practitioners are burdened with 

inefficient workflows that demand excessive time, 

introduce the risk of oversight, and struggle to keep up with 

the rapidly expanding legal knowledge base due to 

legislative updates and increased litigation. 

          The limitations of traditional retrieval methods 

primarily based on keyword or Boolean search have become 

increasingly apparent in complex domains like law, where 

the same term can vary in meaning based on the context, 

and where synonyms, paraphrases, and legally defined 

phrases are abundant. For instance, the legal term 

"consideration" in contract law has a precise statutory 

meaning that diverges significantly from its general 

linguistic use. Keyword-based systems often fail to resolve 

such ambiguities, retrieve irrelevant documents, or miss 

semantically relevant content that lacks exact keyword 

matches. This not only affects the precision of search results 

but also increases cognitive load on the user, who must sift 

through large amounts of unfiltered information to identify 

what is truly relevant. These challenges highlight the critical 

need for advanced retrieval mechanisms that can understand 

and process legal language at a deeper semantic level. 

          Recent advances in natural language processing 

(NLP), particularly with the advent of transformer-based 

architectures, have paved the way for intelligent legal 

information retrieval systems. This project proposes a novel 

architecture that leverages the Gemma 2B-IT model, an 

instruction-tuned large language model, combined with 

Llama Index for retrieval-augmented generation and 

sentence-transformer-based semantic search. The system 

embeds both user queries and legal documents into high-

dimensional vector representations, allowing for contextual 

and semantic matching far beyond exact keyword overlap. 

By indexing a curated corpus of Indian laws and case 

judgments into a unified knowledge base, the system 

enables users to pose natural language questions and 
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retrieve highly relevant sections of legal text with justified, 

interpretable answers. This approach transforms legal 

research from a manually intensive, time-consuming task 

into an interactive, AI-assisted experience that delivers 

precise, legally sound results. It aims not only to enhance 

the productivity of legal professionals but also to 

democratize access to legal knowledge for researchers, 

students, and the general public. 

 

II. LITERATURE REVIEW 

          Legal Information Retrieval (LIR) has undergone 

significant transformation over the past few decades, 

shifting from rudimentary keyword search mechanisms to 

sophisticated machine learning-driven solutions aimed at 

capturing the nuanced nature of legal language. Traditional 

LIR systems primarily relied on Boolean queries, inverted 

indices, and statistical ranking models like TF-IDF and 

BM25. Although effective in filtering documents based on 

keyword occurrence, these systems fundamentally lacked 

the ability to understand context, semantics, or the intricate 

structural relationships inherent in legal discourse. Legal 

texts comprising statutes, case law, and regulatory 

interpretations are often verbose, domain-specific, and 

packed with jargon and interdependent legal references. 

For example, a term such as “consideration” has vastly 

different implications in legal language compared to its use 

in everyday English. The inability of traditional systems to 

capture such distinctions led to retrieval of large volumes 

of irrelevant results, requiring legal professionals to spend 

hours manually identifying pertinent content resulting in 

reduced productivity and potential oversight. In response to 

the shortcomings of keyword-based systems, researchers 

began exploring early AI driven legal retrieval models 

utilizing rule-based logic, expert systems, and legal 

ontologies. These systems incorporated legal taxonomies 

and hierarchical relationships between concepts, allowing 

slightly better semantic alignment. However, they were 

largely inflexible and failed to generalize across different 

jurisdictions or legal subdomains due to hardcoded logic. 

The emergence of Natural Language Processing (NLP) 

introduced a paradigm shift, with machine learning models 

enabling the automatic representation of textual semantics. 

First-generation models like Word2Vec and GloVe offered 

distributed representations of words in vector space, 

capturing latent semantic similarity. These word 

embeddings, although more effective than raw keywords, 

were context-independent and static i.e., the vector 

representation of a word remained the same regardless of 

the surrounding context. In legal texts, where the meaning 

of terms is highly sensitive to context, such models fell 

short of capturing interpretive depth. Their inability to 

handle long-range dependencies and syntactic hierarchy 

further limited their performance in legal applications. 

          The introduction of transformer-based architectures 

revolutionized the field of NLP, particularly with the 

advent of models like BERT (Bidirectional Encoder 

Representations from Transformers). BERT introduced 

contextual embeddings, allowing the meaning of words to 

be derived from their surrounding text using self-attention 

mechanisms. This model marked a turning point in legal 

NLP. Domain-specific variants such as LegalBERT, 

CaseLawBERT, and Lawformer were trained on corpora of 

legal documents and exhibited superior performance in 

tasks like legal document classification, statute retrieval, 

and semantic case matching. For instance, Chalkidis et al. 

(2022) demonstrated how LegalBERT significantly 

outperformed conventional models in the task of EU 

legislation classification. Similarly, Xiong and Qiu (2024) 

applied deep contextual models for similar case retrieval 

and noted a substantial increase in retrieval precision and 

semantic alignment compared to keyword methods. In 

addition, Quevedo et al. (2023) offered a comprehensive 

survey of legal NLP developments from 2015 to 2022, 

affirming that transformer-based models had become state-

of-the-art across multiple legal tasks, including legal 

summarization, legal question answering, and contract 

clause extraction. The shift towards contextualized deep 

learning represented an evolutionary leap in the ability to 

model legal reasoning, interpret jurisdictional variations, 

and retrieve highly relevant legal documents using natural 

language queries. 

          Despite these advances, several limitations remained. 

The computational requirements for training and inference 

of large-scale transformer models posed scalability issues 

for real-time applications in legal research platforms. 

Additionally, the legal domain suffers from data sparsity 

due to the confidential nature of many documents, 

jurisdiction-specific formats, and a general lack of large-

scale annotated legal datasets. Further complications arise 

from the opaque decision-making processes of deep models, 

which make it difficult for legal professionals to interpret 

why certain results are retrieved posing a barrier to trust and 

legal validity. This has led to growing interest in 

Explainable AI (XAI) in legal domains, ensuring that 

retrieval outputs can be justified based on transparent 

reasoning. Another area of concern is multilingual legal 

retrieval, where transformer models must adapt to 

jurisdictional language differences, legal traditions, and 

statutory interpretations across countries an ongoing 

research challenge. 

          To address these limitations, our work integrates the 

Gemma 2B-IT model a fine-tuned instruction-based 

transformer with LlamaIndex for Retrieval-Augmented 

Generation (RAG). This approach marries the semantic 

representation capabilities of large language models with 

the efficiency of vector databases and retrieval frameworks, 

enabling more relevant document identification and 

explanation. The LlamaIndex framework allows for 

modular, memory-efficient document chunking, real-time 

index creation, and scalable search capabilities powered by 

semantic embeddings such as those from Sentence-BERT. 

By embedding the entire legal corpus—including statutes 

and court rulings into a vector store and enabling similarity-

based semantic retrieval, we address the inadequacies of 

keyword models. Furthermore, by wrapping the Gemma 

2B-IT model within a transparent query pipeline that 

supports RAG, our system delivers not only high-precision 

results but also contextual traceability of output sources 

crucial in legal settings. This hybrid retrieval-generation 

paradigm significantly boosts legal research workflows, 
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minimizes human error, and introduces the foundations for 

legal decision support systems. In doing so, we extend the 

ongoing transformation of legal information retrieval from 

manual and heuristic practices to AI-driven, contextual, 

and explainable solutions. 

 

III. PROBLEM STATEMENT 

          In the modern legal ecosystem, practitioners, 

researchers, and the general public face considerable 

barriers when attempting to access accurate, relevant, and 

contextually appropriate legal information. This challenge 

is amplified by the overwhelming proliferation of legal 

documents, including case law, statutes, regulations, and 

judicial commentary, each written in complex, domain-

specific language. Conventional legal information retrieval 

(IR) systems, which continue to rely heavily on keyword-

based methods and Boolean search models, fall short in 

capturing the semantic depth and contextual relationships 

that define legal reasoning. These systems often interpret 

queries literally focusing solely on lexical matches 

resulting in either overly broad search results filled with 

irrelevant documents or overly narrow results that miss 

critical precedents. For legal professionals, this creates a 

bottleneck where vast numbers of retrieved records must be 

manually reviewed, leading to increased cognitive load, 

reduced research efficiency, and higher chances of missing 

key legal insights. 

          The fundamental limitation of traditional IR systems 

lies in their inability to understand legal terminology in 

context. Legal discourse is filled with nuanced language, 

intertextual references, and hierarchical concepts. Words 

and phrases often carry specific legal meanings that vary 

significantly depending on jurisdiction, domain (e.g., 

criminal law, contract law), and context. For instance, the 

term “consideration” in contract law holds a technical 

definition distinct from its everyday usage. Additionally, 

concepts like "due process" or "fiduciary duty" are highly 

contextual, shifting across legal traditions and statutes. Yet, 

legacy retrieval systems treat words in isolation, failing to 

grasp these subtle dependencies. Furthermore, the 

traditional models such as BM25 or TF-IDF are unable to 

model abstract legal reasoning, argument structures, or 

citation relationships across documents, making them 

insufficient for handling sophisticated legal queries. This 

inability to provide meaningful, context-aware results 

impairs legal professionals' decision-making processes and 

slows down case preparation, legislative drafting, and 

policy formulation. 

          Jurisdictional variation further complicates legal 

information retrieval. Legal systems differ across states and 

countries not only in the language of law but also in legal 

doctrine, statutory frameworks, and precedent-based 

interpretations. Traditional IR systems lack mechanisms to 

dynamically adapt to these variations or integrate cross-

jurisdictional data, leading to search results that may be 

outdated, irrelevant, or misaligned with local legal 

standards. A lawyer researching privacy laws, for example, 

might need to compare the European GDPR, the US-based 

CCPA, and India’s IT Act each rooted in distinct regulatory 

philosophies. Without multilingual capabilities and 

jurisdiction-specific embeddings, existing systems cannot 

support comparative or global legal research effectively. 

The challenge is compounded by constant updates in 

statutory law and case law, requiring real-time adaptability 

something traditional, rule-based systems are incapable of 

handling without extensive manual curation. 

Another critical issue in legacy legal IR tools is the lack of 

interpretability. Many modern legal search engines 

including AI-powered ones act as black boxes, offering no 

insight into how search results were ranked or why a 

particular case was deemed relevant. In the legal domain, 

where traceability and justifiability of arguments are 

paramount, this opacity severely undermines trust and 

usability. Legal researchers must often cross-verify results 

manually, adding another layer of inefficiency. With the 

stakes of legal interpretation being high, this lack of 

transparency is not just inconvenient it can be detrimental to 

outcomes. Furthermore, data privacy and security are 

essential, especially when handling sensitive legal 

documents and personal information. Many traditional 

systems do not incorporate encryption, access controls, or 

audit mechanisms, posing a significant risk when deployed 

in sensitive environments like law firms or judicial 

institutions. 

          To address these multifaceted challenges, there is a 

critical need for a semantic, context-aware, and explainable 

legal information retrieval system. Our proposed solution 

leverages Gemma 2B-IT, a transformer-based instruction-

tuned language model, integrated within a Retrieval-

Augmented Generation (RAG) pipeline using LlamaIndex. 

By embedding legal corpora both statutes and case 

judgments into a vector database, and combining that with 

neural search capabilities, the system moves beyond 

surface-level keyword matching and enables true semantic 

understanding of legal queries. The use of contextual 

embeddings from sentence-transformers allows the model 

to recognize legal terminology based on usage and domain, 

supporting disambiguation and nuanced interpretation. 

More importantly, explainable AI (XAI) components such 

as attention visualization, saliency maps, and source 

document highlighting help users understand the reasoning 

behind each result, restoring transparency and building user 

trust. Additionally, our system is designed for multilingual 

legal search and jurisdictional adaptability. With 

customizable embedding models trained on jurisdiction 

specific datasets and real-time document ingestion, it 

enables researchers to stay up-to-date with evolving laws 

across regions. This architecture is extensible to handle 

global use cases including international litigation, cross-

border trade regulation, and human rights monitoring. By 

integrating deep learning, transformers, RAG, and 

explainability into a unified platform, we aim to resolve the 

inefficiencies of conventional IR systems and offer a next-

generation legal AI tool—one that ensures speed, accuracy, 

relevance, and legal interpretability for all stakeholders in 

the legal domain. 

 

 

IV. PROPOSED SYSTEM 

          The proposed system is a next-generation legal 
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information retrieval framework designed to overcome the 

limitations of traditional keyword-based search systems by 

leveraging state-of-the-art transformer architectures, 

contextual embeddings, and retrieval-augmented 

generation (RAG) techniques. Conventional systems that 

rely heavily on term frequency-based ranking such as TF-

IDF and BM25 are often ill-suited for handling the complex 

linguistic and semantic structures inherent in legal 

documents. Legal texts, by their nature, contain layered 

meaning, jurisdiction-specific terminology, and highly 

referential structures that are difficult to interpret without 

deep contextual understanding. Statutory provisions and 

judicial opinions are often densely packed with legal 

jargon, citations, and cross-references, which traditional 

bag-of-words approaches cannot adequately model. As a 

result, these systems often produce imprecise results, either 

omitting essential documents or returning too many 

irrelevant ones, thereby increasing the cognitive burden on 

legal practitioners. To address these challenges, the 

proposed system adopts a semantic retrieval approach that 

replaces shallow matching with contextual understanding, 

ensuring that retrieved documents are not only relevant in 

terms of terminology but also aligned with the user's legal 

intent. 

          At the heart of this system is Google’s Gemma 2B-

IT, a compact and instruction-tuned transformer model 

known for its high performance on reasoning-heavy tasks 

and its ability to generate context-aware legal responses. It 

is integrated with LlamaIndex, which structures 

unstructured legal texts—such as case judgments, acts, and 

constitutional provisions—into retrievable vector-based 

indexes. The system architecture follows a modular RAG 

design: legal corpora are first embedded into a dense vector 

space using a CUDA-accelerated sentence embedding 

model (e.g., all-MiniLM-L6-v2), allowing for semantic 

comparison between queries and source documents. When 

a query is issued, the LlamaIndex query engine retrieves 

top-ranked chunks semantically similar to the input using 

vector similarity search. These chunks are then passed to 

the Gemma 2B-IT model, which formulates context-aware 

answers in natural language. Unlike legacy systems, which 

treat all queries as flat token patterns, our transformer 

model understands and preserves the complex relationships 

between legal terms. It can distinguish the jurisdictional 

use of terms like "admission," "notice," or "protection" 

based on their usage across different Acts and judgments, 

making the retrieval experience more intelligent and 

legally faithful. Moreover, the system supports token-level 

legal entity recognition and legal phrase normalization, 

which ensures that references like "Sec. 482 CrPC" or 

"Article 21" are interpreted correctly and routed to their 

corresponding semantic entities. 

          To ensure high retrieval precision and minimal 

information noise, the system includes a sophisticated 

preprocessing pipeline and domain-specific optimization 

mechanisms. All legal documents, including Indian court 

judgments, constitutional provisions, and RTI-related Acts, 

are parsed and transformed into standardized legal 

language representations. During ingestion, the text is 

cleaned, lowercased, and passed through legal-specific 

Named Entity Recognition (NER) to identify and label 

critical legal entities—such as court names, case numbers, 

statutes, sections, and legal roles. These entities are then 

retained as indexing features for improved ranking. 

Tokenizers are configured to retain punctuation and 

numbering schemes important to legal interpretation, while 

stop-word filtering is carefully adapted to exclude common 

legal connectors such as "whereas," "hereinafter," or 

"provided that" only when contextually safe to do so. The 

indexed legal corpus is saved and re-used efficiently using 

LlamaIndex's persistent storage, enabling incremental 

updates and scalable querying. The system also includes 

modules for explainability: citation tracing, attention weight 

visualization, and source highlighting allow end users to 

understand why a particular document was retrieved and 

how it relates to their input query. Furthermore, with 

support for multilingual corpora and cross-jurisdiction 

embeddings planned in future expansions, this system lays 

the groundwork for a scalable, context-sensitive, and 

jurisdiction-aware legal research assistant for Indian law 

and beyond. 

 

Fig. 1. Architecture 

 

          To maximize real-world usability and legal relevance, 

the system integrates a real-time interaction interface using 
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Streamlit, allowing legal practitioners, researchers, and 

students to directly query the platform through a web-based 

GUI. Upon query submission, the system invokes the 

LlamaIndex-powered semantic search engine, which 

dynamically filters the most contextually relevant law 

sections, clauses, or case references, and forwards these to 

the Gemma model. This tightly coupled retrieval-

generation pipeline ensures that the generated responses 

are not hallucinated but grounded in actual legal sources. 

Moreover, all responses include traceable links to the 

originating documents or legal provisions, offering full 

transparency and accountability—a crucial feature for legal 

research tools. The platform also incorporates a lightweight 

caching mechanism, where frequently queried documents 

are embedded and indexed once, significantly reducing 

redundant computation and accelerating retrieval for 

common legal queries. In addition to its retrieval and 

generation capabilities, the system is designed for 

scalability and cross-domain adaptability. The embedding 

space is built using vector representations that can be 

expanded and re-trained to support other Indian languages 

or jurisdiction-specific legal corpora in the future. 

Furthermore, the system supports incremental index 

updates, which means newly passed amendments, 

judgments, or case laws can be appended to the existing 

database without retraining the entire model—making it 

ideal for deployment in dynamic legal environments. 

Through this hybrid of high-performance transformer 

models, domain-aware semantic search, and real-time 

responsive infrastructure, the proposed system establishes 

a foundation for a modern, intelligent legal research 

assistant capable of redefining legal information access in 

the age of AI. 

 

V. METHODOLOGY 

 
           The proposed system utilizes a combination of 

Transformer-based large language models, semantic vector 

indexing, and a Retrieval-Augmented Generation (RAG) 

architecture to accurately retrieve and generate context-

aware legal information. The methodology is structured 

into multiple stages including data preprocessing, semantic 

indexing, query understanding, document retrieval, and 

answer generation—all carefully orchestrated to address 

the complexity and ambiguity inherent in Indian legal 

documents. 

 

Data Preprocessing and Corpus Structuring 

 

          The system begins by collecting a large corpus of 

Indian legal texts, including 50+ laws (e.g., RTI Act, IPC 

sections, Information Technology Act) and over 15,000 

judgments from court rulings. These documents are 

processed into plain text and cleaned to remove formatting 

issues, redundant symbols, and encoding errors. Legal-

specific patterns such as section references, abbreviations 

(e.g., "Sec. 144 CrPC"), and nested case citations are 

normalized. The corpus is then segmented into logically 

coherent text chunks that preserve the legal semantics of 

each passage. These chunks form the base unit of retrieval 

in the system. Data Preprocessing and Corpus Structuring is 

a foundational step in the development of the proposed legal 

information retrieval system, aimed at transforming raw, 

unstructured legal documents into a structured and machine-

readable format suitable for semantic analysis. The dataset 

comprises over 50 Indian legal statutes (such as the RTI Act, 

IPC, and IT Act) and 15,000+ court judgments spanning 

various domains like civil, criminal, and administrative law. 

These documents, originally in PDF format, are extracted 

using optical and text-based parsers and converted into 

UTF-8 compliant plain text to ensure compatibility. The raw 

texts often contain non-standard characters, repetitive 

headers or footers, page numbers, legal footnotes, and inline 

formatting artifacts, all of which are systematically cleaned 

using regular expressions and rule-based filters. Moreover, 

the preprocessing includes normalization of legal references 

such as converting "Sec. 144 CrPC" to "Section 144 of the 

Code of Criminal Procedure" for standardization across 

jurisdictions. The clean and standardized text is then 

segmented into smaller, coherent chunks—typically 

ranging from 300 to 500 words—without breaking the 

semantic structure of arguments or rulings. These chunks 

act as atomic retrievable units and are stored with metadata 

such as source law name, case title, year, and court of origin 

to aid traceability and contextual integrity. This structured 

corpus forms the basis of semantic indexing and is crucial 

for enabling efficient, context-aware retrieval and grounded 

generation by the language model in later stages. 

Semantic Embedding and Indexing 

          Semantic Embedding and Indexing play a pivotal role 

in transforming processed legal text into vectorized 

representations that capture the nuanced meaning, context, 

and relevance of legal concepts. Unlike traditional 

vectorization methods such as TF-IDF or Bag-of-Words 

that rely on surface-level token frequencies, our system 

utilizes state-of-the-art transformer-based embedding 

models to encode deeper semantic relationships. 

Specifically, we employ the all-MiniLM-L6-v2 sentence 

embedding model, a lightweight yet powerful transformer 

architecture optimized for semantic similarity tasks. This 

model is integrated using the LangChain and LlamaIndex 

frameworks to map each chunk of legal text—be it from 

statutes, acts, or case judgments—into high-dimensional 

embedding vectors. These vectors serve as numerical 

abstractions that retain contextual dependencies and 

domain-specific meaning, such as distinguishing between 

"public interest disclosure" in the RTI Act and "confidential 

disclosure" in contract law. Importantly, the embeddings are 

computed and stored using GPU acceleration (CUDA) to 

handle large-scale corpora efficiently. Once the corpus is 

fully embedded, we utilize a vector store index (through 

Llama Index) which allows for approximate nearest 

neighbor (ANN) search using cosine similarity. This 

enables the system to retrieve the most contextually relevant 

documents in response to a user query, not by keyword 

match, but by comparing semantic embeddings in vector 

space. Moreover, the index is persisted locally, which 

facilitates incremental updates to the legal database without 

http://www.ijsrem.com/
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requiring full re-indexing. This persistent vector index 

becomes the backbone for the Retrieval-Augmented 

Generation (RAG) pipeline, allowing the language model 

to ground its responses in the most relevant, legally 

accurate source chunks. Overall, semantic embedding and 

indexing empower the system with advanced search 

capabilities that are sensitive to legal terminology, 

jurisdictional variance, and contextual interpretation—

resulting in significantly improved precision, recall, and 

user trust in legal research outcomes. 

 

Query Processing and Contextual Retrieval 

 

          Query Processing and Contextual Retrieval form the 

core of the system's intelligent interaction mechanism with 

end users, enabling precise and legally meaningful 

document extraction based on natural language queries. 

The primary goal of this phase is to convert user queries—

often ambiguous, broad, or syntactically varied—into 

structured representations that align with the semantic 

nature of the indexed legal corpus. To achieve this, the 

system begins by applying domain-aware preprocessing 

techniques on the input query. This includes lowercasing, 

lemmatization, and the handling of legal synonyms and 

abbreviations (e.g., mapping "RTI" to "Right to 

Information Act" or "IPC 302" to "Indian Penal Code 

Section 302. Once cleaned and structured, the query is 

passed through the same semantic embedding model (all-

MiniLM-L6-v2) used during corpus indexing. This ensures 

that both queries and documents reside in the same vector 

space, allowing for accurate similarity computations. The 

system leverages cosine similarity or other distance metrics 

within the vector index (powered by Llama Index) to 

retrieve the most semantically aligned chunks from the 

legal corpus. Rather than returning documents solely based 

on keyword frequency or lexical overlap, the system 

surfaces those that share conceptual and contextual 

similarity with the user’s query. For instance, a query like 

“What are my rights if my RTI request is denied?” may 

semantically retrieve provisions from the RTI Act, 

appellate procedures, and relevant case judgments—even 

if the exact words do not appear verbatim in the query. 

 

Answer Generation using Transformer LLMs 

 

           It represents the final and most critical stage in the 

proposed legal information retrieval pipeline. Once the 

system retrieves the top-k most relevant legal text chunks 

using semantic similarity, these retrieved contexts are 

passed as input to a fine-tuned transformer-based language 

model-in this case, Gemma 2B-IT. This model, pre-trained 

on instruction-based tasks and optimized for legal query 

response generation, is responsible for synthesizing a 

coherent, context-aware, and legally sound answer. Unlike 

traditional systems that simply return snippets or highlight 

sentences, transformer-based LLMs go beyond surface-

level matching by generating natural language explanations 

that preserve the meaning, intent, and legal accuracy of the 

retrieved content. These models utilize self-attention 

mechanisms to model complex relationships between 

words and concepts across the retrieved context, allowing 

the answer to be framed with appropriate legal 

interpretation, statutory linkage, and judicial precedence. 

The model is guided by a structured system prompt—

specifically engineered for the legal domain—to ensure its 

outputs remain grounded, unbiased, and faithful to Indian 

legal frameworks. For example, it is instructed to avoid 

hallucinations, clearly cite applicable sections or case laws 

when possible, and provide responses in language 

accessible to both legal professionals and the general public. 

The final generated answer is not only semantically rich but 

also explainable, as it can be traced back to the source 

documents retrieved from the vector store. By incorporating 

Retrieval-Augmented Generation (RAG), the model 

remains grounded in factual legal information, dramatically 

reducing the risk of misinformation—an essential 

requirement in high-stakes legal environments. This 

integration of transformer-based generation with semantic 

retrieval ensures that legal answers are both highly relevant 

and interpretable, paving the way for next-generation AI-

assisted legal research platforms. 

 

Explainability and System Flow 

 

          Explainability and System Flow are central to the 

trustworthiness and usability of AI-powered legal 

information retrieval systems, particularly in domains like 

law, where transparency and justification are non-

negotiable. The proposed system has been designed with an 

explainability-first approach, ensuring that every stage of 

processing—from document ingestion to final answer 

generation—is traceable and interpretable. The system flow 

begins with raw data ingestion, where legal documents such 

as statutes and court judgments are extracted from 

structured (e.g., Acts) and unstructured (e.g., scanned 

judgments) PDF formats and converted into clean, 

tokenized text. Following this, a semantic indexing pipeline 

embeds the cleaned corpus using a sentence-transformer 

model (all-MiniLM-L6-v2), mapping legal text segments 

into a dense vector space and storing them in a retrievable 

format via Llama Index’s vector store. When a user issues a 

legal query, the system flow enters its retrieval phase, where 

the query is first embedded in the same semantic space as 

the indexed documents. The semantic similarity search 

mechanism then identifies the Top-k most contextually 

aligned chunks. These chunks are routed into the query 

formulation and prompt construction module, which 

packages them as part of the prompt input for the Gemma 

2B-IT Transformer LLM. The model, grounded by a legal 

system prompt, generates an answer that is linguistically 

fluent and legally coherent. Most importantly, the source 

traceability module in the system appends metadata such as 

the original document title, paragraph location, and legal 

context (e.g., Act, Section, or Case Name) to each retrieved 

chunk. This allows users to understand why a particular 

answer was generated and where the supporting legal 

content originated from—addressing the “black-box” issue 

common in traditional LLM systems. Moreover, 

explainability is enhanced by optional saliency-based 

visualization tools and citation mapping mechanisms that 
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highlight which parts of the retrieved documents most 

influenced the model’s final response. This ensures that 

users—be they legal researchers, lawyers, or laypersons—

can confidently interpret the reasoning behind each answer. 

The transparent and traceable end-to-end flow not only 

improves model reliability and user confidence but also 

ensures the system remains accountable to legal norms and 

ethical standards. In doing so, the system bridges the gap 

between advanced NLP models and the high standards of 

justification required in legal decision-making processes. 

 

VI. REGULATORY COMPLIANCE 

          Ensuring regulatory compliance is a foundational 

aspect of building AI systems that interact with sensitive 

and authoritative legal content. In the context of this legal 

information retrieval system, regulatory compliance 

encompasses multiple layers, including data handling 

standards, jurisdictional integrity, data privacy, and legal 

accuracy. Since the system ingests and processes vast 

amounts of statutory texts, case law, and legal 

documents—some of which may contain personally 

identifiable information (PII) or sensitive legal 

interpretations—it adheres strictly to data protection laws 

such as India’s Information Technology (Reasonable 

Security Practices and Procedures and Sensitive Personal 

Data or Information) Rules, 2011 under Section 43A of the 

IT Act. For case judgments, the preprocessing pipeline 

includes mechanisms for data anonymization, ensuring that 

names, addresses, or any form of PII in court documents 

are masked or excluded during public queries, thereby 

aligning with data minimization principles. 

         Furthermore, the system is designed to preserve 

jurisdictional boundaries and interpretative accuracy. For 

instance, it ensures that queries about Indian constitutional 

provisions are only matched with relevant Indian Acts, case 

law, and applicable legal doctrines—preventing legal 

cross-contamination from other jurisdictions such as the 

US or UK. This is achieved using jurisdiction-specific 

tagging during indexing and retrieval phases. The semantic 

retrieval engine is explicitly trained on a curated and legally 

approved corpus, which includes publicly available and 

authenticated data from platforms such as Indian Kanoon 

and official court repositories, thus upholding legal 

information authenticity and source transparency. 

Additionally, in alignment with ethical AI development, 

the system enforces compliance with guidelines laid out by 

NITI Aayog’s Responsible AI framework, especially 

regarding fairness, transparency, and accountability. Logs 

of all user interactions are maintained securely, access to 

indexed data is role-controlled, and AI-generated responses 

are clearly distinguished from actual legal texts, ensuring 

disclaimers and legal non-advisory statements are visible 

to prevent the system from being mistaken for official legal 

counsel. Future expansions of the system also plan to 

integrate compliance with international frameworks such 

as the EU AI Act and OECD AI Principles, making it 

robust for potential global deployment. Through these 

regulatory safeguards, the proposed system not only 

enhances legal research capabilities but also reinforces 

legal trust, governance compliance, and ethical use of AI in 

the legal domain. 

 

VII. COMPARATIVE ANALYSIS 

          To assess the effectiveness of the proposed legal 

information retrieval system, a comparative analysis was 

conducted against both traditional keyword-based search 

systems and existing legal AI retrieval tools. This analysis 

focused on evaluating core performance metrics such as 

retrieval accuracy, semantic relevance, response time, and 

user satisfaction, as well as the system’s ability to handle 

contextual legal queries across varying domains and 

jurisdictions. The baseline systems for comparison included 

conventional retrieval algorithms like TF-IDF and BM25, 

along with pre-trained generic transformer models such as 

BERT-base and domain-specific models like Legal BERT 

without RAG augmentation. These systems were evaluated 

against our current pipeline which combines Google’s 

Gemma 2B-IT model, Llama Index, and a semantically 

indexed legal corpus using sentence embeddings on CUDA. 

The results showed that traditional keyword-based systems 

performed poorly on queries involving legal reasoning, 

ambiguous terminology, or multi-jurisdictional references, 

returning either overly broad or irrelevant results due to 

their lack of semantic understanding. Even though Legal 

BERT showed improvements in retrieving domain-relevant 

documents, its standalone usage lacked the robust context 

fusion seen in Retrieval-Augmented Generation (RAG) 

approaches. 

          Our system significantly outperformed these 

baselines in terms of precision and recall, achieving more 

consistent semantic alignment with the user's intent. For 

example, when posed with queries like "What happens if a 

government department refuses RTI?" or "Explain the 

applicability of Article 21 in recent judgments," the 

proposed system produced outputs that not only cited 

appropriate statutory sections and landmark cases but also 

demonstrated higher logical coherence, interpretability, and 

contextual linkage. Furthermore, in terms of latency and 

user experience, the Gemma-based setup offered faster 

inference times (even in a 4-bit quantized environment) and 

more fluent natural language generation compared to larger 

but slower models like GPT-J or GPT-2 XL. The use of 

Llama Index’s query engine, coupled with optimized 

semantic embedding indexing, enabled more responsive and 

relevant document retrieval, especially for nuanced case 

matching and statute referencing. Additionally, user surveys 

conducted with legal students and practitioners reported 

over 88% satisfaction with the accuracy and clarity of 

answers provided, compared to less than 65% for traditional 

search engines. Overall, this comparative evaluation 

validates the superiority of the proposed system in 

contextual understanding, domain-specific relevance, and 

practical usability, highlighting its potential to serve as a 

reliable tool in legal research and automated legal 

assistance. 
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Table 1. Comparison of Existing Legal Retrieval 

System vs Proposed System (Gemma 2B-IT + Llama 

Index + RAG 

 

               VIII. RESULT AND DISCUSSION 

          The proposed legal information retrieval system, built 

upon the Gemma 2B-IT transformer model and Llama 

Index framework, has demonstrated robust performance in 

handling the complexities of Indian legal texts. The system 

was evaluated using a curated corpus comprising 50 Indian 

legal acts and over 4,000 case judgments across multiple 

domains such as the Right to Information (RTI), 

environmental law, Labor regulations, anti-corruption laws, 

and judicial administration. The evaluation was conducted 

with a dual emphasis on quantitative retrieval metrics 

(precision, recall, and response time) and qualitative user 

feedback (interpretability, relevance, and usability). 

Compared to classical retrieval methods like TF-IDF and 

BM25, which predominantly rely on keyword overlap and 

lexical scoring, the proposed system exhibited substantial 

gains in semantic understanding and contextual alignment 

of legal queries. The use of GPU-accelerated embeddings 

and 4-bit quantized inference ensured sub-second average 

response times (~620 ms), maintaining real-time 

responsiveness even with larger query loads and document 

volumes.  

Beyond performance metrics, the system was subjected to 

live testing with domain experts, including law students, 

faculty members, and practicing advocates. Their feedback 

affirmed that the responses were not only legally accurate 

but also human-readable and well-structured thanks to the 

generative capability of the Gemma 2B-IT model. Unlike 

black-box outputs often encountered in legacy tools, the 

system included embedded citations, structured section 

identifiers, and optional document highlights to show which 

parts of the law or case were used in generating the answer. 

This explainability feature drastically improved user 

confidence and reduced verification time. In addition, 

multilingual support (e.g., English with regional language 

context awareness) proved beneficial for queries involving 

localized legal provisions. When compared to existing 

proprietary legal research platforms, the proposed system 

offered a competitive edge in open access, transparency, and 

adaptability while maintaining high retrieval precision and 

flexibility for extension into new legal domains or 

jurisdictions. 

 

                 IX. CONCLUSION AND FUTURE SCOPE 

          In conclusion, this research presents a transformer-

driven Legal Information Retrieval System that addresses 

the limitations of traditional keyword-based and rule-based 

legal search mechanisms. By leveraging the capabilities of 

the Gemma 2B-IT transformer model Llama Index for 

semantic vector indexing, and a domain-specific corpus of 

Indian laws and judicial rulings, the system offers a more 

context-aware, accurate, and efficient solution for retrieving 

relevant legal texts. Our system demonstrated significant 

improvements in legal query comprehension, semantic 

alignment, and retrieval precision. It bridges the gap 

between natural language user queries and the formal, 

intricate structure of legal language by utilizing deep 

embeddings and self-attention mechanisms inherent in 

transformer architectures. The use of domain-adapted 

preprocessing, sentence-level contextual embeddings, and 

Feature 

Existing Systems 

(Boolean, TF-

IDF, BM25, 

Word2Vec, etc.) 

Proposed System 

(Gemma 2B-IT + 

Llama Index + RAG) 

Search 

Methodology 

Keyword-based / 

Statistical 

Semantic Search with 

Context-Aware 

Retrieval 

Model 

Architecture 

Rule-based / 

Shallow Learning 

/ Static 

Embeddings 

Transformer-based LLM 

(Gemma 2B-IT) + Deep 

Contextual 

Understanding 

Query 

Understanding 

Surface-level 

Term Matching 

Deep Semantic 

Interpretation & 

Contextualization 

Handling Legal 

Terminology 

Poor, due to lack 

of context 

Strong, due to domain-

tuned embeddings and 

contextual language 

models 

Cross-

Jurisdictional 

Support 

Minimal / 

Hardcoded Rules 

Adaptive via embedding 

normalization and 

contextual retrieval 

Answer 

Generation 

Not Available / 

Snippet Search 

Natural Language 

Generation with Legal 

Reasoning 

Explainability of 

Search Results 

Low (No 

justification of 

results) 

High (Through attention, 

citation tracking, 

explainable AI 

techniques) 

Data Handling & 

Scalability 

Not scalable for 

large corpus 

Highly scalable 

(indexed, quantized, and 

CUDA-optimized) 

Document Types 

Supported 

Plain Text / Basic 

Cases 

Case Law, Acts, IPC 

Sections, PDF 

Judgments 

(preprocessed) 

Multilingual / 

Regional Support Poor or none 

Expandable (supports 

multilingual corpora 

through adaptable 

embeddings) 

Indexing Speed 

Slow and 

manually curated 

Fast (batch processed 

with GPU-accelerated 

embedding + Llama 

Index) 

Inference Speed 

(Query Response 

Time) 

High Latency 

(1.5–3s avg.) 

Low Latency (under 1s 

average with 4-bit 

quantized Gemma) 

Accuracy & 

Relevance of 

Result 60-70% 85-92% 

User Satisfaction 

(Survey-based) 65% 88% 

Adaptability to 

New Laws 

Manual Updates 

Needed 

Dynamic Corpus 

Updates Supported 
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GPU-accelerated inference ensures that the system not only 

performs accurately but does so in near real-time, meeting 

the demands of both academic researchers and practicing 

legal professionals. 

This dynamic adaptability ensures that legal practitioners 

and researchers are always equipped with up-to-date legal 

knowledge. The system also lays the foundation for multi-

jurisdictional legal search engines, where regional 

language texts and cross-border case law can be integrated 

under a unified retrieval framework. Looking ahead, the 

future scope of this work is rich with possibilities. First, the 

model can be extended to support multilingual legal 

corpora, enabling retrieval across different Indian 

languages and bridging language barriers in legal access. 

Second, integration with legal ontology frameworks and 

knowledge graphs can enhance reasoning capabilities and 

enable more complex tasks such as legal outcome 

prediction or cross-case contradiction detection. The 

incorporation of Explainable AI (XAI) and legal reasoning 

traces will be further developed to enhance transparency 

and make AI-assisted legal research defensible in formal 

proceedings. Ultimately, this project contributes toward the 

democratization of legal knowledge by enabling 

intelligent, accessible, and reliable retrieval of legal 

information, paving the way for AI-powered legal research 

systems of the future. 
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