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Abstract

The rise of Large Language Model (LLM)-based agents marks a major shift in artificial intelligence, enabling
autonomous systems to plan, reason, use external tools, and retain memory while interacting with dynamic
environments. This paper presents a comprehensive survey of evaluation methodologies for such agents. We
systematically examine benchmarks and frameworks across four key dimensions: (1) fundamental agent
capabilities, including planning, tool use, memory, and self-reflection; (2) application-specific benchmarks for
domains such as web navigation, software engineering, scientific discovery, and conversational agents; (3)
benchmarks for generalist agents; and (4) frameworks for evaluating agent performance. Our study highlights
emerging trends, such as the move toward more realistic and continuously updated evaluation settings, while
also identifying critical gaps in assessing safety, robustness, cost-efficiency, and scalability. By mapping the
rapidly evolving landscape of LLM-agent evaluation, this survey outlines current limitations and proposes
promising directions for future research.

1. Introduction

Recent advances in Large Language Models (LLMs) have dramatically expanded their ability to handle
complex tasks across diverse domains. However, traditional LLMs operate as static, single-turn, text-to-text
models with limited context handling. In contrast, LLM-based agents extend these capabilities by maintaining
shared states across multiple interactions, enabling coherent multi-step reasoning. They can also integrate
external tools to perform computations, retrieve knowledge, and interact with real-world environments. This
agentic ability empowers them to autonomously design, execute, and adapt complex plans, opening new
opportunities across domains such as science, software engineering, and conversational Al.

Reliable evaluation of LLM-based agents is crucial to ensure their effectiveness in real-world applications and
to guide their future development. While some evaluation overlaps with traditional LLM benchmarks, agents
introduce unique challenges due to their sequential operation, dynamic environments, and broad applicability.
As a result, new evaluation methodologies, benchmarks, and metrics are required to capture their true
capabilities. This paper addresses these challenges by surveying the existing evaluation landscape, identifying
gaps, and highlighting opportunities for advancing the field

Scope

This survey specifically focuses on evaluation methodologies for LLM-based agents. As such, widely adopted
single-call LLM benchmarks—such as MMLU, AlpacaEval, GSMS8K, and similar standardized datasets—are
not discussed in depth. Likewise, detailed introductions to LLM agents, their architectures, and modeling
choices fall outside the scope of this work, as they have been thoroughly covered in prior surveys (e.g., Wang
et al., 2024a). While related areas such as multi-agent interactions, game-playing agents, and embodied agents
are briefly mentioned, they are not the central emphasis of this survey. Instead, our objective is to provide a
structured and comprehensive overview of evaluation methods tailored to LLM-based agents.

2. Evaluation of Agent Capabilities
LLM-based agents are built upon design patterns that leverage a core set of fundamental LLM abilities.

Evaluating these foundational capabilities is essential for understanding both their strengths and limitations. In
this section, we focus on four primary dimensions of agent capabilities: planning, tool use, self-reflection,
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and memory. Together, these serve as the building blocks for assessing the effectiveness and reliability of
LLM-based agents in dynamic environments.

Self-Reflection

An emerging research direction investigates the ability of agents to self-reflect and enhance their reasoning
through iterative feedback. The goal is to reduce errors in multi-step interactions by enabling agents to
critically assess their own outputs. Effective self-reflection requires the model to not only interpret external or
internal feedback but also to dynamically revise its intermediate beliefs, plans, or reasoning steps. By adapting
its behavior over extended task trajectories, a self-reflective agent can achieve more reliable performance in
complex and evolving environments.

Memory

Memory mechanisms play a crucial role in enhancing the performance of LLM-based agents by enabling them
to retain context, retrieve information, and reason effectively in dynamic scenarios (Park et al., 2023). Unlike
tool use, which connects agents to external resources, memory supports context preservation across extended
interactions, such as document processing or long-term conversations.

LLM agents typically employ two complementary forms of memory: short-term memory, which facilitates
real-time responses by maintaining recent context, and long-term memory, which allows the agent to
accumulate knowledge, build deeper understanding, and reuse past experiences over time. Together, these
mechanisms empower agents to adapt, learn, and make well-informed decisions in tasks that require persistent
access to prior informatio

3. Application-Specific Agents Evaluation

The landscape of application-specific LLM-based agents is expanding rapidly, with specialized systems
emerging across domains such as tools, web, software, gaming, embodied environments, and scientific
discovery (Wang et al., 2024a). In this section, we highlight four representative categories that demonstrate
the diversity and potential of these agents, while examining the evaluation frameworks and performance
metrics tailored to their respective applications.

Benchmarks for application-specific agents generally incorporate three core components. First, they define a
dataset of tasks—ranging from website navigation to complex scientific problem-solving—that specifies the
intended goals of the agent. Second, they establish an operating environment, which may be simulated (static
or dynamic) or real-world, often integrating user simulations, external tools, or domain-specific constraints.
Third, they employ evaluation metrics, such as success rate, efficiency, and accuracy, applied at varying
levels of granularity. These may include step-by-step action tracking, milestone completion, or holistic end-to-
end task evaluation.

Web Agents

Web agents are designed to interact with online platforms to perform tasks such as booking flights, making
purchases, or retrieving structured information. Their evaluation focuses on the agent’s ability to successfully
complete tasks, navigate complex web environments, and comply with safety, privacy, and ethical
guidelines.

As these systems have advanced, so too have the benchmarks developed to assess them. Early evaluations
focused on simple, rule-based tasks, whereas recent benchmarks capture a broader range of realistic,
dynamic, and multi-step interactions, better reflecting the challenges of real-world web navigation and
automation.
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4. Generalist Agents Evaluation

Building on the evaluation of fundamental capabilities and application-specific agents, we now consider
general-purpose agents. As LLMs have evolved from task-specific systems to versatile, general-purpose
models, LLM-based agents are likewise transitioning beyond narrowly defined applications toward broader,
more adaptable functionalities. These agents combine core LLM abilities with advanced skills such as web
navigation, information retrieval, and code execution to solve complex, multi-domain challenges. This shift
necessitates comprehensive benchmarks capable of assessing a wide spectrum of agentic capabilities.

A major category of generalist benchmarks focuses on multi-step reasoning, interactive problem-solving,
and proficient tool use. For instance, GAIA (Mialon et al., 2023) provides 466 human-authored, real-world
questions that test reasoning, multimodal understanding, web navigation, and general tool integration.
Similarly, Galileo’s Agent Leaderboard (Galileo, 2025) evaluates function calls and API usage in practical
applications such as database queries, online calculators, and web services. AgentBench (Liu et al., 2023a)
introduces a diverse suite of interactive environments spanning operating system commands, SQL databases,
digital games, and household tasks. Collectively, these benchmarks emphasize the flexibility, reasoning depth,
and adaptive tool use required for effective general agents.

Beyond reasoning and tool integration, another critical evaluation dimension concerns an agent’s ability to
function within full-scale computer operating environments. Benchmarks such as OSWorld (Xie et al.,
2024), OmniACT (Kapoor et al., 2024a), and AppWorld (Trivedi et al., 2024) test whether agents can
navigate computer systems, execute multi-application tasks, and manage workflows across diverse software
environments. These benchmarks often require agents to generate and modify code, handle complex control
flows, and ensure reliable execution while minimizing unintended system disruptions.

5. Conclusion

The evaluation of LLM-based agents is a rapidly evolving research area, motivated by the growing
complexity and autonomy of these systems. Considerable progress has been achieved in developing
benchmarks that are more realistic, dynamic, and representative of real-world challenges. However, several
critical gaps persist. In particular, current methodologies often fall short in addressing safety, fine-grained
performance analysis, cost-efficiency, and scalability. Bridging these gaps will be essential for ensuring
that LLM-based agents are developed and deployed responsibly, with robustness and reliability as core design
principles.

Looking ahead, advancing evaluation practices will require interdisciplinary approaches, standardized
frameworks, and continuous updates to benchmarks that reflect real-world dynamics. By addressing these
challenges, the research community can better support the effective integration of LLM-based agents into
practical applications, unlocking their full potential while safeguarding against risks.
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