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Abstract - Nowadays so many people using social media for 

express the feelings like uplode the photos and video on social 
media and this photos and videos give some comments this 
comments like good or toxic,  Social networks sometimes become a 
place for threats, insults and other components of cyber bullying. A 
huge number of people are involved in online social networks. 
Hence, the protection of network users from anti-social behavior is 
an important activity,but some people give harassment, 

The harassment physically or direct is controlled by police and other 
forces but online harassment should be controlled by some models 
that restrict the user not to post a comment by identifying the 
comment toxicity level. 

          One of the major tasks of such activity is automated detecting 
the toxic comments. Toxic comments are textual comments with 
threats, obscene, racism etc. 

To prevent this we come up with a solution, in that various 
techniques are used for human-free detecting the toxic comments. 
Bag of words statics and bag of symbols statics are the typical source 
of information for the toxic comments detection. Usually, the 
following statistics-based features are used: length of the comment, 
number of tokens with non-alphabet symbols, number of abusive, 
arguments. Aggressive, and threatening words in the comment, etc. 
A neural network model is used to classify the comments. In this 
paper, Kaggle’s toxic comment dataset is used to train deep learning 
model and classifying the comments in following categories: toxic, 
severe toxic, obscene, threat, insult, and identity hate 

1. INTRODUCTION  

in 21st century technology is so developed and the people 

use the many social media like whatsapp,Instagram, 

facebook,twitter,etc. social networks some times become a 

place for threats and other components of cyberbullying, in this 

social media uplode so many things and some person gives bad 

comments this comments will hurt the innocent peoples so 

avoid bad comments for social media to this purpose to develop 

toxic comments classification project in this to find and avoid 

so many bad comments, The advances in IT technologies and 

generalizing virtualization all over the world has led to an 

unprecedented participation in social media; and there is no 

doubt that social media is one of the biggest hallmarks of the 

21st century. According to de Bruijn, Muhonen [1] ; social 

media has been growing exponentially since 2004. Meanwhile, 

social media is a place to express individual opinions and share 

thoughts in line with a constructive contribution to develop a 

safe place for everybody practicing their rights accordingly [2]. 

Based on the report by Birkland [3], ‘Twitter users generate 500 

million tweets per day, and in 2019 they had a 14% year-over-

year growth of daily usage’. However, behind the shield of 

computers as virtual walls, some individuals also think they can 

abuse and harass other people’s opinions and characters. 

Accordingly, a jargon word has been coined recently to address 

such behaviors as “cyberbullying”. 

Online social networking sites provide a platform for people to 

anonymously share and express their opinions [1]. Sometimes, 

such opinions can be harassive, abusive, or trollicious to others 

and cause some individuals to stop sharing, getting depressed, 

or even have suicidal thoughts [2]. Therefore, an automatic 

system needs to be developed to avoid, remove, or flag such 

unhealthy contents from online platforms [3,4]. The 

development of such a toxicity identification system, however, 

is a very challenging task for online platform providers. Natural 

language processing (NLP) helps to identify toxicity in texts, 

which are expressed as posts or comments. These comments 

are naturally associated with multiple toxic labels such as toxic, 

severe toxic, obscene, threat, insult, and identity hate 

2. Literature survey 

Related work has been mainly into methods to detect a 

toxic comment, challenges faced in the process and proposals 

for the inclusion of new and innovative architectures for 

detection. One such proposed architecture for solving NLP 

tasks, in general, is BERT proposed by Devlin et al. (2019) in 

their paper. The paper primarily focused on all layers of the 

BERT architecture, pre-trained procedures, fine-tuning of the 

model and analyzing the performance of the model based on 

standard parameters and benchmark scores including GLUE 

score, MultiNLI accuracy and F1 score. The paper explains 

how an attention layer can greatly help in solving various 

challenges in the field of NLP. Yang et al. (2020) in their paper 

proposes an incremental iteration for the BERT model that is a 

generalized autoregressive pre-training method that tries to 

enable learning bidirectional contexts by maximizing the 

expected likelihood over all possible permutations of the 

factorization order. 

 It also succeeds in overcoming the limitations of BERT 

with its proposed autoregressive formulation. The paper also 

claims better scores on 20 diverse tasks over the traditional 
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pretrained transformer architecture. The paper proposed by 

Joshi et al. (2019) proposes a pre-training approach called 

RoBERTa that was specifically developed to overcome the 

shortcomings of BERT. The primary differences in the pre-

training method were that the model was trained over more 

data, for more epochs and with a bigger batch size, and the next 

sentence prediction objective was removed from the process T. 

Gaber[1]. (2015) suggested a plant recommender method that 

uses 2D visual photographs of plants. This program used the 

methodology of attribute fusion and the process of multilabel 

classification. The experimental findings revealed that the 

function fusion method’s accuracy was much higher than other 

individual applications. The tests showed their robustness in 

providing accurate recommendations . 

 

3. Methodology 

A. Type of Classification 

 In this paper, we will classify the given dataset 

(comments written by a user in an online forum) provided by 

Kaggle in six labels, i.e., toxic, obscene, identity hate, severe 

toxic, threat, or insult. The next step is to determine if the given 

data (comment) belongs to one or more than one or none of the 

mentioned six labels. For example, the given comment can be 

toxic and insulting, hence falling into more than one label, but 

the comment can also be non-toxic and not fall into any of the 

six labels. 

B. Exploratory Data 

 Analysis Exploratory data analysis is a crucial step in 

the data analysis process. The main aim of EDA is to gain a 

better understanding of the given data and to analyze their key 

characteristics. This is achieved by using data visualization 

techniques.      

                

                   

                                        

                                                              Figure 3:  flow diagram 

Plot 1 depicts the number of comments that fall 

under each label. It can be observed that the bulk of 

the comments fall into the toxic category, and the 

threat category has the least number of comments. 

 

C. Data Pre-Processing 

Data pre-processing is a technique used to 

transform the raw data into an understandable and 

readable format to make it suitable for building and 

training Machine Learning models. For our dataset, 

this can be achieved in 2 stages: (1) Data Cleaning 

(Removal of unnecessary elements from our text); 

(2) Feature Engineering (extracting features from 

data and transforming them into formats that are 

suitable for Machine Learning algorithms). 

 

 

4. Data set 

We use the Wikipedia talk pages dataset published by 

Google Jigsaw on Kaggle [40]. This dataset includes 223; 549 

instances with six labels, namely, toxic, obscene, severe toxic, 

insult, threat, and identity hate. These labels define an instance 

as toxicity or non-toxicity. In particular, it is one of the largest 

datasets with class imbalance. Moreover, 201; 081 instances 

were assigned with a ‘clear’ category matching none of the 

above six labels. ‘Threat’ is the least category in the dataset as 

shown in table 

Table:. The proposed MCBiGRU model 
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The CNN is widely used in the applications of image 

classification, image and video recognition, recommender 

systems, and NLP [31,32,7,22]. The CNN is passed over an 

input sequence with many filters in a fixed-length vector to 

produce new feature maps at different positions [26]. 

Specifically, we use a 1D-Convolution layer with many filters 

(W) and five different kernel sizes (h) separately for 

multichannel environments. Let Wi 2 Rhd be the filter for 

channel i in dimension d. Let Vi 2 RNd be the word 

embeddings for channel i with the maximum input sequence 

length N. Then, features mk are generated as in (1). 

 

 

 

Table 1: A random sample from the dataset 

 

5. Results and Discussion 

 
 
        After applying all the 6 machine learning techniques over 

the cleaned data set of Kaggle, we will get the required result 

of each machine learning technique in the form of 

Hammingloss, Accuracy, and Log-loss. As we have to select 

the best machine learning model, we have to properly analyze 
and compare these results. Hamming-loss, accuracy, and log-

loss for each machine learning algorithm are presented in table 

2.           

 

Table 2: Hamming loss, accuracy and log loss for machine learning 

models 

 

The result comparison of the existing deep learning 

model is shown in Table 2. In [7,27,4,27,20,3,15], the authors 

used 159; 571 toxic comments in their research works. In 

[18,29,30], and our proposed work 223; 549 comments have 

been used for experimental study. Specifically, the Aken et al. 

[18] has described in-depth error analysis in this large dataset 

with two input word embeddings such as character and n-gram 

word embeddings. However, we achieve better training and 

testing accuracy than the existing models using only n-gram 

word embeddings. 

 

6. CONCLUSION 

 

To summarize the work, four deep learning models with 

different architectures were implemented on the same dataset 

and results were compiled. The state-of-the-art transformer 

model out-performed all the other models by a discernible 

margin. BiLSTMs with CNNs was the second best and closest 

to the transformer model. 

  We presented a multichannel convolutional 

bidirectional gated recurrent unit to categorize multilabel 

toxicities in online comments. Especially, the proposed model 

combines CNN and BiGRU in each channel to extract local 

features and long-term dependencies within comments using 

many filters and different kernel sizes. Our results show that 

the proposed MCBiGRU model outperforms the existing 

results. In the future, we intend to apply multichannel attention 

mechanisms in a distributed environment for multilabel toxic 

detection. 

  Deep learning model is trained using various deep 

learning techniques to classify the comments in social meida 

netoworks in the following categories: toxic, severe toxic, 

obscene, threat, insult, and identity hate. Kaggle’s toxic 

comment dataset is used for training. In conclusion, Glove & 

CNN performs the best and Glove & CNN & LSTM performs 
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the worst in terms of training and testing, loss and accuracy. 

LSTM and ANN are performing the same followed by CNN 

and GloVe & LSTM. Recursive neural networks comprise a 

class of architecture that can operate on structured input. They 

have been prevoiusly successfully applied to model 

compositionality in natural language processing using parse 

tree based structural representation. It can be contructed by 

stacking multiple recursive layers. The results show thet deep 

RNNs outperforms the associated shallow counterpart the 

empoly the same number of parameters. Deep RNNs can be 

used for Abuse classification. 

 

FUTURE WORK 

Newer and more innovative architectures can be 

implemented on an even bigger dataset that contains comments 

from a diverse range of online forums.  

In further research, other machine learning models can 

be used to calculate accuracy, hamming loss, and log loss for 

better results. We can also explore some deep learning 

algorithms such as LSTM (long short-term memory recurrent 

neural network), multi-layer perceptron, and GRU. So, we can 

explore many other techniques which will help us to improve 

the obtained result. 

We suggest a plan to improve the NLP classifiers: first 

by using other algorithms which such as Support Vector 

Clustering (SVC) and Convolutional Neural Networks (CNN); 

secondly, extend the classifiers to the overall goal of Kaggle 

competition which is multi-label classifiers. in the current 

study, the problem simplified into two classes but it worth to 

pursue a main goal which is 7 classes of comments. 
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