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ABSTRACT:

In recent years, Sign Language Translation has 
gained significant attention which aims to reduce the 
communication barrier between deaf and hearing 

communities. In this paper, we briefly outline Sign 
Language recognition and Sign Language 
Translation and provide a detailed analysis of the 
Transformer model. In this survey paper, we examine 
the core issues in Sign Language Translation and put 
forth potential directions for its development. 
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1 Introduction 

Sign language is the first language for those who 

were born deaf or lost their hearing in early childhood 

[3]. Unlike spoken language, sign language relies on 

gestures rather than words. Sign languages have their 

own grammatical structures and vocabulary, and each 

country often has its own sign language. Some 

common examples include American Sign Language 

(ASL), British Sign Language (BSL), and Auslan in 

Australia. They have their own lexicons and 

grammatical constructs, thus converting between 

sign and spoken language is a translation problem 

[5]. 

Sign Language Recognition (SLR) is a technology 

that focuses on understanding and translating sign 

language gestures into written or spoken language. It 

enables computers to interpret the complex hand 

movements, facial expressions, and body postures 

used in sign language. It is used in various 

applications, from real-time sign language 

interpretation to sign language-driven computer 

interfaces. Despite, the numerous advances in SLR 

[15] and even the move to the challenging 

Continuous SLR (CSLR) [33, 36] problem, do not 

allow us to provide meaningful interpretations.[10] 

Sign Language Translation (SLT), on the other hand, 

goes beyond mere recognition by not only 

understanding sign language but also translating it 

into written or spoken language. Sign Language 

Translation (SLT) takes the concept of SLR a step 

further. SLT not only recognizes sign language 

gestures but also translates them into written or 

spoken language. Several SLT systems have been 

proposed in the past, including rule-based systems 

(Zhao et al.,2000) and statistical methods (Bungeroth 

and Ney, 2004).[8] There has been a shift in SLT 

from rule based systems to more advanced methods, 

including statistical techniques and deep learning 

approaches. These improvements primarily relate to 

feature extraction, while the text emphasizes an 

alternative focus on enhancing the translation model 

by creating a more robust encoder-decoder 

architecture. 

 

Fig. 1: The difference between SLR and SLT 
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2 Sign Language Translation (STL) 

Earlier approaches focused on translating from sign 

language glosses to written language text, it is crucial 

to acknowledge that glosses may not 

comprehensively convey the meaning of signed 

utterances and can be influenced by written language. 

Gloss-free SLT refers to the absence of gloss 

supervision throughout the training and testing 

stages, including pretraining and fine-tuning [2]. 

Consequently, there has been a shift towards end-to-

end SLT, which involves direct translation from sign 

language videos to written language text. 

Researchers initially approached STL as a Neural 

Machine Translation (NMT) challenge and 

developed the first end-toend SLT model by 

combining convolutional neural networks (CNNs) 

with attention-based encoder-decoder networks 

using recurrent neural networks (RNNs). A 

significant advancement in NMT was the 

introduction of the Transformer network, a sequence 

transduction model based on attention mechanisms. 

Transformer architecture has gained popularity in the 

field of SLT in recent years. Some studies adopt a 

two-stage approach, first recognizing glosses from 

sign videos (Sign2Gloss) and then mapping glosses 

into spoken language sentences (Gloss2Text). In 

contrast, other studies pursue an end-to-end 

approach, predicting spoken language sentences 

directly from sign video inputs. 

3 Transformers 

Transformers are a type of deep neural network 

architecture that consists of an encoder and decoder 

pair. They serve as the core technology for improving 

the accuracy and efficiency of SLT systems. 

Transformers work by handling input data all at once 

and using the self-attention mechanism to figure out 

how words or signs in a sequence relate to one 

another. This parallelization enhances computational 

efficiency, making transformers highly scalable. The 

architecture consists of an encoder-decoder structure, 

each comprising multiple layers of self-attention 

mechanisms and feedforward networks. 

 

4 Improving Sign Language Translation Using 

Transformers 

Transformer models, notably GPT and CLIP, 

witnessed a notable increase in size and scale. These 

larger models showcased enhanced performance 

across various natural language processing (NLP) 

tasks, particularly capturing attention for their 

prowess in handling both textual and visual data. The 

rise of multimodal transformers, exemplified by 

models like CLIP, sparked a growing interest in their 

applicability to diverse tasks involving different data 

types. 

As these transformer models expanded, addressing 

computational and memory demands became 

imperative. Techniques like model pruning, 

quantization, and distillation were deployed to 

streamline these models. Despite these challenges, 

pretrained transformer models like BERT and GPT 

retained their pivotal role in numerous NLP 

applications. Finetuning these models on specific 

tasks emerged as a successful strategy, consistently 

delivering state-of-the-art performance across 

diverse domains 

In the context of Sign Language Translation (SLT), 

the transformer architecture underwent evolution 

from a baseline model with three layers in both 

encoder and decoder components. The SLT domain 

confronted significant challenges, primarily 

stemming from the scarcity of labeled data. To 

navigate this hurdle, researchers turned to transfer 

learning techniques, incorporating pretrained 

language models such as BERT and mBART-50 into 

their translation frameworks. To combat overfitting, 

the ”frozen pretrained transformer” technique came 

into play, strategically freezing parameters during 

training and leveraging pretrained models like BERT 

as a foundational starting point for the SLT model. 

The application of Frozen Pretrained Transformers 

(FTPs), specifically utilizing BERT-base pretrained 

on an English text corpus, demonstrated the effective 

transfer of selfattention patterns to the SLT task, 

spanning new modalities, tasks, and languages. The 

notable improvements in SLT model performance, as 

indicated by increased BLEU4, ROUGE-L, and 

CHRF scores, emphasized the efficacy of this 

approach. In scenarios with gloss-level annotations, 

the improvement averaged around 1 BLEU-4 
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compared to a baseline trained from scratch. In 

situations without gloss annotations, this gain 

widened, reaching an average increase of 1.95 

BLEU-4. The study not only sheds light on the 

challenges inherent in SLT but also underscores the 

paramount importance of prioritizing data quality 

over quantity. It suggests promising avenues for 

future research, advocating for meticulous data 

cleaning and the exploration of advanced feature 

extraction techniques from the Sign Language 

Recognition domain. 

 

Fig. 2: Transformer Architecture 

5 Datasets 

Sign Language Translation (SLT) is still in its early 

research stages, with a limited number of studies, 

mainly due to the scarcity of datasets, which is a 

significant hindrance to its development. The 

PHOENIX corpus, especially PHOENIX14, stands 

out as a foundational dataset, laying the groundwork 

for Sign Language Recognition (SLR) and 

Translation (SLT) investigations. However, the 

shortage of high-quality, diverse sign language data 

is evident in the RWTH-PHOENIXWeather-2014T 

dataset, comprising fewer than 9000 samples. The 

RWTH-PHOENIX-Weather 2014T corpus is a 

significant stride, presenting an extensive 

vocabulary, a continuous SLT dataset with diverse 

sign language videos, gloss annotations, and German 

translations. As an extension of PHOENIX14, this 

dataset aims to overcome previous limitations and 

foster unconstrained sign language research. 

Ongoing efforts to refine segmentation boundaries 

and enhance normalization schemes emphasize the 

commitment to advancing SLT research. 

To address the lack of parallel corpus pairs, Coster et 

al. introduced a frozen pretrained transformer (FPT) 

model, and Zhao et al. focused on learning linguistic 

characteristics of spoken language to enhance 

translation performance. Fu et al. proposed a 

contrastive learning model, and Mocialov et al. 

incorporated transfer learning from a large corpus 

like Penn Treebank. Chen et al. devised a progressive 

pretraining approach using external data, and Cao et 

al. introduced a task-aware instruction network (TIN) 

for improved translation. Addressing the gloss-text 

task, Moryossef et al. proposed rule-based 

augmentation strategies. 

This collective effort showcases a dynamic response 

to the challenges posed by the limited availability of 

sign language datasets, with researchers actively 

working to refine segmentation boundaries and 

improve normalization schemes. However, the field 

remains a work in progress, and continued 

collaborative efforts are essential for the further 

advancement of Sign Language Translation research. 

 

 

Fig. 3: Datasets in SLR and SLT 

The only used resource is a corpus of 70M tweets 

randomly extracted from Twitter, a collection of 

about 800M tweets, for building the word 

embeddings. 

6 Quantifying Translation Quality: Metrics 

The evaluation of Sign Language Translation (SLT) 

systems involves the application of various metrics 

to assess their performance and efficacy. Past 

research in this field has extensively explored 

different matrices to measure the quality and 

accuracy of SLT models. Widely used metrics in SLT 
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research include BLEU (Bilingual Evaluation 

Understudy), ROUGE (Recall-Oriented Understudy 

for Gisting Evaluation), and CHRF (Character n-

gram F-score). BLEU evaluates translation precision 

by comparing n-grams in reference and candidate 

translations, offering a numerical measure of 

similarity. ROUGE assesses content overlap, 

prioritizing recall and proving useful for evaluating 

the informativeness of translations. CHRF, on the 

other hand, considers character level n-grams, 

offering a detailed analysis of translation quality. 

The BLEU metric is a fundamental tool in Sign 

Language Translation (SLT), crucial for evaluating 

how accurately translations represent sign languages. 

It focuses on the precision of n-grams, essential for 

capturing nuanced meanings in diverse sign 

languages.  Being a well-established benchmark in 

machine translation, BLEU ensures consistency and 

comparability when assessing SLT systems. 

7 Conclusion 

In conclusion, this survey navigates through the 

progress in Sign Language Translation (SLT), 

spotlighting the influence of transformer models such 

as GPT and CLIP. The paper emphasizes the 

importance of these models in addressing the 

distinctive challenges posed by sign languages, 

especially in scenarios involving multiple modes of 

communication. Beyond chronicling current 

accomplishments, this survey establishes a platform 

for forthcoming investigations, encouraging 

researchers to delve deeper into feature extraction 

methodologies and collaborative endeavors in SLT 

research. In essence, the survey provides nuanced 

insights into the current state of the field while 

instilling optimism for future strides in Sign 

Language Translation. 
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