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 Abstract: 

Deepfake video generation techniques are evolving rapidly, creating highly realistic manipulated content that poses 

significant societal risks. Detecting these fakes, especially in complex, real-world videos, remains a major challenge. 

Current detection methods often struggle when videos feature multiple individuals or when faces appear at widely 

varying sizes. Many approaches rely on simple frame averaging or focus only on the most prominent face, poten-

tially missing subtle or localized manipulations and ignoring crucial temporal inconsistencies. To overcome these 

limitations, we present a novel video deepfake detection framework designed for robustness in challenging scenar-

ios. Our approach uniquely integrates a Convolutional Neural Network (CNN) backbone, capturing fine-grained 

spatial details, with a Spatio-Temporal Transformer architecture adept at modeling temporal dynamics. Critically, 

we introduce an Identity-Aware Attention mechanism. This allows the model to process face sequences correspond-

ing to different individuals independently within the Transformer, enabling effective analysis of multi-person vid-

eos without resorting to naive post-hoc aggregation. Furthermore, we incorporate two specialized embedding strat-

egies: Temporal Coherence Embeddings that preserve the correct temporal ordering and relationships of faces, 

even across different identities appearing concurrently, and Relative Size Embeddings that explicitly encode the 

scale of each detected face relative to the video frame. Our experiments, particularly on the diverse ForgeryNet 

dataset, demonstrate state-of-the-art performance, showing a marked improvement (up to 14% AUC) in videos 

containing multiple people compared to existing methods. The framework also shows strong generalization capa-

bilities across different forgery types and datasets, highlighting its potential for practical deployment. [Optional: 

We plan to release our implementation to facilitate further research. 

 Introduction: 

(I.) The Evolving Deepfake Threat 

The past few years have witnessed an explosion in the quality and accessibility of deepfake technology. Fueled by ad-

vances in generative models like GANs, NeRFs, and Diffusion Models [CITE 1, 2, 3, 4], creating hyper-realistic manip-

ulated videos of individuals is becoming increasingly feasible. While these tools have creative applications, their malicious 

use—for disinformation campaigns, personal harassment, fraud, and undermining democratic processes [CITE 5]—pre-

sents a serious and growing threat. Distinguishing authentic footage from sophisticated fakes is now a critical task for 

maintaining digital trust. 

(II.) Limitations of Current Video Deepfake Detection 

In response, numerous deepfake detection methods have emerged. However, many existing approaches exhibit significant 

limitations when confronted with the complexities of real-world videos: 

1. Over-reliance on Spatial Artifacts: Many detectors analyze videos on a frame-by-frame basis, focusing primar-

ily on spatial inconsistencies introduced by the generation process [CITE 9, 10, 11, 12]. While useful, this often neglects 
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the rich temporal information inherent in videos. Detecting subtle flickering, unnatural motion, or inconsistent dynamics 

across frames is crucial but often overlooked [CITE 6, 7, 8]. 

2. The Aggregation Problem: Frame-based methods typically require an aggregation step (e.g., averaging or taking 

the maximum score) to arrive at a single video-level prediction. The choice of aggregation strategy can heavily influence 

the final outcome, making these methods brittle and potentially unreliable [CITE 8, 13]. An ideal system should per-

form internal aggregation, learning to weigh evidence across the entire video context. 

3. The Multi-Identity Challenge: Real-world videos frequently contain multiple people. An attacker might only 

manipulate one individual, hoping the presence of authentic faces will mask the forgery [CITE 14]. Methods analyzing 

the video en bloc or averaging scores across all faces risk being deceived. Processing each identity track separately can 

be computationally expensive and still leads back to the aggregation problem. There's a clear need for methods that can 

inherently handle and reason about multiple identities simultaneously within a single analysis pass. 

4. Ignoring Face Scale Information: Detection pipelines typically detect faces and resize them to a standard input 

size for a classifier. This normalization discards potentially valuable information about the face's original size relative to 

the frame. Scale variations might correlate with manipulation quality or provide context clues that could improve robust-

ness. 

5. Poor Generalization: Many detectors learn artifacts specific to the forgery methods present in their training data. 

Consequently, they often fail to generalize to unseen manipulation techniques or different datasets, limiting their practical 

utility [CITE 15-22]. 

(III.) Our Proposed Approach: Context-Aware Temporal Video Forensics 

Motivated by these shortcomings, we propose a new deepfake detection framework specifically designed to address the 

challenges of multi-identity, size-varying, and temporally complex videos. Our goal is to move beyond simple frame 

analysis towards a holistic spatio-temporal understanding. Our core contributions are: 

• Integrated Spatio-Temporal Analysis: We combine a CNN feature extractor with a Spatio-Temporal Trans-

former (inspired by architectures like TimeSformer [CITE 48], adapted for this task). This allows capturing both detailed 

spatial forgery traces and their evolution over time. 

• Identity-Aware Attention: We introduce a novel attention mechanism within the Transformer that processes se-

quences of face tokens conditioned on identity. It effectively allows the model to track and analyze inconsistencies for 

each person separately while still integrating information for a unified video-level prediction. 

• Relative Size Embedding: We propose a new embedding technique that explicitly informs the model about the 

relative size of each detected face within its original frame, allowing it to potentially learn size-dependent forgery patterns 

or improve robustness to scale changes. 

• Temporal Coherence Embedding: We employ a positional embedding scheme carefully designed to encode the 

temporal sequence of faces, correctly handling multiple faces appearing in the same frame and maintaining consistent 

temporal relationships across different identities. 

• End-to-End Video-Level Prediction: Thanks to the identity-aware attention and internal aggregation within the 

Transformer (using mechanisms like a CLS token), our model directly outputs a single, robust prediction for the entire 

video in one forward pass, eliminating the need for unreliable post-hoc aggregation schemes. 

We rigorously evaluated our approach on the challenging ForgeryNet benchmark [CITE 49] and conducted extensive 

cross-forgery and cross-dataset experiments. The results show significant performance gains over existing methods, par-

ticularly in multi-identity scenarios, and demonstrate superior generalization capabilities. This suggests our framework 

offers a promising direction for building more reliable and practical video deepfake detection systems. 
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(IV.) Experimental Validation and Key Results 

We conducted extensive evaluations to validate the effectiveness of our proposed framework, primarily using the diverse 

ForgeryNet dataset [CITE 49], known for its variety in forgery types, multi-identity scenarios, and face-frame area ratios. 

We compared our approach (instantiated with both EfficientNet-B0 and XceptionNet backbones, termed MINTIME-EF 

and MINTIME-XC respectively) against relevant state-of-the-art methods, including strong spatio-temporal models like 

SlowFast [CITE 60] and frame-based hybrid approaches like Cross Convolutional ViT [CITE 12]. 

Our key findings are summarized as follows: 

1. State-of-the-Art Performance: On the ForgeryNet validation set, our MINTIME-XC model achieved state-of-

the-art performance, outperforming existing methods in AUC and achieving accuracy comparable to the best spatio-tem-

poral approaches (which typically only handle single identities) [Refer to MINTIME Table II]. MINTIME-EF also showed 

strong competitive results. 

2. Superior Multi-Identity Handling: A crucial finding was the framework's exceptional performance on videos 

containing multiple identities. When evaluated exclusively on these challenging subsets, MINTIME-XC demonstrated a 

significant improvement, achieving up to 14% higher AUC compared to methods not explicitly designed for this scenario 

[Refer to MINTIME Table III]. This underscores the effectiveness of the Identity-Aware Attention mechanism. Frame-

based methods like Cross Convolutional ViT struggled significantly on these multi-identity cases. 

3. Robustness Across Forgery Types: Our method showed consistently strong detection rates (True Positive Rate) 

across the various forgery techniques present in ForgeryNet, while maintaining a high True Negative Rate on pristine 

videos. Unlike some methods that excel on certain artifact types but falter on others, MINTIME-XC displayed lower 

variance in performance across manipulations, indicating better robustness [Refer to MINTIME Table IV]. 

4. Generalization Capabilities: 

o Cross-Forgery: We tested generalization to unseen manipulation types by training on one category of 

forgeries (e.g., ID-Replaced) and testing on another (e.g., ID-Remained), and vice-versa. MINTIME-XC consistently out-

performed prior work in these challenging settings, demonstrating a better ability to learn generalizable forgery indicators 

rather than overfitting to specific artifacts [Refer to MINTIME Table VI]. Training on diverse forgeries proved beneficial. 

o Cross-Dataset: When trained on ForgeryNet and evaluated on the DFDC Preview test set [CITE 70], 

MINTIME-XC achieved highly competitive generalization performance compared to methods trained on datasets more 

similar to DFDC (like FaceForensics++), showcasing its ability to adapt across different data distributions [Refer to 

MINTIME Table VII]. 

5. Impact of Novel Components: Ablation studies systematically validated the contributions of our novel compo-

nents. Disabling the Size Embeddings led to a noticeable drop in performance, especially on videos with smaller face-

frame ratios [Refer to MINTIME Tables VIII, IX]. Similarly, removing the Identity-Aware Attention and Temporal Co-

herence Embeddings negatively impacted performance on multi-identity videos [Refer to MINTIME Table X]. The iden-

tity sorting policy based on size during inference also proved beneficial compared to random or frequency-based sorting 

[Refer to MINTIME Table XI]. 

6. Qualitative Insights: Analysis of the attention maps within the Transformer revealed that the model learns to 

focus on the manipulated faces or identities within a video, providing a degree of interpretability and potentially allowing 

users to identify which parts of a video are deemed suspicious [Refer to MINTIME Figure 7]. 

(V.) Conclusion and Future Directions 

In this work, we tackled the challenging problem of detecting sophisticated video deepfakes in complex, real-world sce-

narios often characterized by multiple individuals and varying face scales. Current methods frequently struggle with these 

complexities, relying on simplistic aggregation or ignoring vital temporal and scale information. 
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Our framework, integrating CNN features with a tailored Spatio-Temporal Transformer incorporating Identity-Aware 

Attention, Relative Size Embeddings, and Temporal Coherence Embeddings, directly addresses these limitations. It 

effectively processes spatio-temporal inconsistencies, distinctly handles multiple identities within a single forward pass, 

incorporates valuable face scale information, and eliminates the need for problematic post-hoc prediction aggregation. 

The empirical results demonstrate state-of-the-art performance on the challenging ForgeryNet dataset, with particularly 

significant gains in multi-identity videos. Furthermore, our approach exhibits robust generalization across different for-

gery types and datasets, a crucial requirement for practical deployment. The attention mechanism also offers potential for 

explaining the model's predictions by highlighting suspicious faces or identities. 

Looking ahead, several avenues warrant exploration. Integrating multi-modal information, particularly audio cues which 

often contain deepfake artifacts, could further enhance detection robustness. Adapting the framework to handle even larger 

numbers of identities efficiently and testing on newer, more challenging benchmark datasets will be important steps. 

Exploring the application of these principles to detect manipulations beyond face-swapping, such as full body synthesis 

or scene manipulation, represents another promising direction for future research. 
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