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Abstract 

We investigate the application of machine learning (ML) methods in finance research. We begin by 

emphasizing a key differentiation: supervised and unsupervised learning, the main ML categories, confront 

unique challenges compared to conventional econometric techniques. Next, we explore the current 

landscape of ML usage in finance, identifying three primary areas: (i) the development of more 

sophisticated and original metrics, (ii) the reduction of predictive inaccuracies, and (iii) the augmentation 

of the established econometric toolkit. By categorizing these applications in this manner, we offer insights 

into potential future directions for both researchers and practitioners. Our discoveries underscore the 

numerous benefits of ML methodologies compared to traditional methods, highlighting the significant 

potential of ML in shaping the trajectory of financial research. 

 

Introduction 

Artificial intelligence has seamlessly integrated into our daily routines, offering impressive functionalities 

such as facial recognition for enhanced airport security, voice recognition for effortless interactions with 

personal digital assistants across smartphones and smart home devices, and the widespread deployment of 

chatbots for rapid customer service. Indeed, modern artificial intelligence interacts with nearly everyone on 

multiple occasions throughout the day. 

 

At the core of artificial intelligence lies machine learning (ML), a technology that enables machines to 

undertake complex tasks such as facial recognition, speech understanding, and automated message 

responses. Given the robust capabilities of ML, a pertinent question emerges: can ML techniques extend 

their applications beyond these commonplace scenarios? This paper delves into the exploration of ML's 

potential in tackling challenges within the realm of finance research. 

Numerous comprehensive studies have emphasized the potential of machine learning (ML) in the field of 

finance. Varian (2014) characterizes ML as a suitable tool for analyzing extensive datasets in economics, 

providing examples of ML methods and their applications in this domain, and hinting at the prospective 

use of ML in econometrics. Mullainathan and Spiess (2017) identify prediction as the primary domain 

where ML excels in economics, showcasing various categories of existing and potential future applications. 

Athey and Imbens (2019) illuminate the most relevant ML techniques from an econometric standpoint 

while also offering an overview of ML's potential contributions beyond prediction, particularly in 

elucidating relationships in economic inquiries. 
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Despite being relatively nascent, the utilization of ML in finance research has witnessed a remarkable surge 

in recent years. To contextualize this growth, in 2018, the number of ML-related publications more than 

tripled compared to the yearly average from 2010 to 2017. This surge intensified in 2019, surpassing a 

fivefold increase. By 2020, the growth was nearly sevenfold, and in 2021, the number of publications 

utilizing ML was almost eleven times greater than before. This exponential proliferation of ML applications 

in finance research is undeniable; however, determining the precise areas and methods for effectively 

applying ML to address financial research challenges remains largely ambiguous. 

 

Methods 

This paper offers a triple contribution to the field. Initially, it furnishes a comprehensive introduction to 

machine learning (ML) specifically tailored for financial economists. We illuminate the different kinds of 

ML, their intended purposes, functionalities, and the techniques available for each type. With our focus on 

finance, we emphasize the disparities between conventional econometric methods and ML. Additionally, 

we illustrate the advantages of ML over traditional linear methods, especially in prediction tasks, through 

its application to a complex high-dimensional asset pricing problem in finance. Our introductory section 

equips finance researchers with a succinct understanding of crucial ML concepts pertinent to finance 

applications, requiring no prior ML knowledge. 

 

Secondly, we establish a taxonomy that categorizes both current and potential ML applications in finance. 

Acknowledging the burgeoning volume of recent studies, previous classifications have fallen short in 

adequately encompassing the breadth of existing applications. We meticulously review the latest literature 

in the field and organize it into three distinct archetypes. This taxonomy serves multiple purposes: it 

enhances researchers' comprehension of the current literature landscape and how various contributions 

intersect, while also providing valuable guidance for the future of ML applications in finance. 

Expanding on the content, it's crucial to note the evolving nature of ML applications in finance and their 

potential impact on various subfields within the discipline. 

 

Asset pricing, for instance, stands to benefit significantly from ML advancements. ML techniques offer the 

potential to uncover complex patterns and relationships within financial data that traditional models might 

overlook. By incorporating non-linearities and interaction effects, ML models can improve the accuracy of 

asset price predictions, leading to more informed investment decisions. 

 

In corporate finance, ML can provide valuable insights into various aspects of corporate behavior, such as 

financial reporting, capital structure decisions, and mergers and acquisitions. By analyzing large datasets 

of financial statements, market data, and other relevant information, ML algorithms can help identify trends, 

anomalies, and potential risks, enabling firms to optimize their financial strategies and enhance shareholder 

value. 
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Financial intermediation, including banking and lending activities, can also benefit from ML applications. 

ML algorithms can assess credit risk more accurately by analyzing a wide range of borrower characteristics 

and financial metrics. This can lead to more efficient loan underwriting processes, reduced default rates, 

and improved profitability for financial institutions. 

 

Household finance, which focuses on the financial behavior and decision-making of individuals and 

families, presents another area ripe for ML applications. By analyzing transaction data, spending patterns, 

and other financial behaviors, ML algorithms can provide personalized financial advice and 

recommendations to help individuals achieve their financial goals. Additionally, ML techniques can be used 

to detect fraudulent activity and enhance security measures in online banking and payment systems. 

 

Overall, the potential applications of ML in finance are vast and continue to expand as technology advances 

and new data sources become available. By leveraging the power of ML, researchers and practitioners can 

gain deeper insights into financial markets, improve decision-making processes, and ultimately drive 

innovation and growth in the finance industry. 

ML is closely intertwined with the concept of big data, which refers to datasets characterized by either a 

large number of observations, a significant number of variables, or both (Stock and Watson, 2020, p. 515). 

Generally, datasets with a substantial number of observations enhance the precision of ML predictions, akin 

to how they bolster the accuracy of parameter estimates in ordinary least squares (OLS) regressions. 

 

However, ML truly shines in scenarios where datasets possess a high number of variables relative to 

observations. In such cases, ML surpasses simpler, traditional methods like linear regression. By leveraging 

advanced algorithms and techniques, ML can effectively navigate complex datasets with numerous 

variables, extracting meaningful insights and patterns that may not be discernible through conventional 

approaches. This capability allows ML to offer superior prediction accuracy and performance, making it an 

invaluable tool for analyzing high-dimensional data and addressing real-world challenges in fields such as 

finance, economics, and beyond. 

 

Based on our comprehensive review of the finance literature, we have categorized ML applications into 

three distinct categories: 

 

1. **Construction of Superior and Novel Measures:** ML offers researchers the opportunity to create 

advanced and innovative measures. By applying ML to unconventional data sources, researchers can extract 

information that serves as superior or novel measures of economic variables. These enhanced ML measures 

often exhibit lower measurement error, enabling more precise estimates of economic relationships 

compared to traditional measures. Additionally, novel ML measures unlock possibilities for analyzing 

previously unmeasurable economic variables, expanding the scope of economic research. 
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2. **Reduction of Prediction Error in Economic Predictions:** ML demonstrates its ability to significantly 

reduce prediction error in various economic prediction problems. For example, accurately pricing financial 

or real assets represents a fundamental challenge in finance, and ML's inherent predictive capabilities often 

outperform traditional approaches in addressing such economic prediction problems. By leveraging 

advanced algorithms and techniques, ML models can capture complex patterns and relationships within the 

data, leading to more accurate forecasts and predictions. 

 

3. **Extension of the Existing Econometric Toolkit:** Econometric tools frequently incorporate prediction 

components, and ML can enhance these existing tools by improving their predictive capabilities. 

Furthermore, some ML methods serve as entirely new econometric tools themselves. For instance, ML-

based clustering methods expand the range of clustering techniques available in econometrics, allowing 

researchers to uncover hidden patterns and structures within economic data more effectively. By integrating 

ML techniques into the econometric toolkit, researchers can enhance their analytical capabilities and gain 

deeper insights into economic phenomena. 

To showcase the superiority of machine learning (ML) over traditional methods in a common prediction 

problem, we apply ML to real estate asset pricing, a domain particularly pertinent to household finance and 

real estate economics. Real estate asset pricing presents a high-dimensional challenge due to the multitude 

of property characteristics, nonlinearities, and interaction effects involved. Leveraging a dataset 

encompassing extensive individual property characteristics, we predict real estate asset prices in the 

German residential housing market using various ML methods. We then compare these ML-based 

predictions with estimates derived from traditional hedonic pricing, implemented through linear regression 

with the Ordinary Least Squares (OLS) estimator. Figure 1 visually presents our key findings, revealing 

that, on average, ML-based price predictions closely align with actual prices, particularly in the upper price 

range where OLS estimates often exhibit significant deviations from actual prices. 

 

In the subsequent section of our paper, we conduct a bibliometric analysis to explore the publication success 

of articles in major finance journals from 2010 to 2021. We address several pivotal questions: 

 

1. **Importance of ML in Finance Research:** Despite being relatively nascent, ML has garnered 

widespread acceptance in the finance research community, with ML-related papers constituting 

approximately 3%–4% of publications in top finance journals by 2021. 

 

2. **Methodological Purpose of ML:** ML serves various methodological purposes beyond prediction in 

finance research, including the construction of superior measures and novel variables, highlighting its 

versatility and utility in addressing diverse research questions. 

 

3. **Differences Across Subfields:** Subfields within finance, such as financial markets/asset pricing and 

banking/corporate finance, exhibit divergent approaches to ML utilization. While financial markets/asset 

pricing predominantly applies ML to economic prediction problems, banking and corporate finance often 
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leverage ML to generate superior and novel measures, reflecting the nuanced application of ML techniques 

across different domains within finance research. 

 

A noteworthy observation from our analysis is the disproportionate use of machine learning (ML) in the 

most prestigious journals, particularly for constructing superior and innovative measures. This trend is 

particularly pronounced in the domains of banking and corporate finance. Our findings underscore the 

significant potential of applying ML to unconventional data sources, paving the way for the development 

of superior and novel measures, especially concerning topics related to financial institutions and corporate 

finance. 

 

In summary, our results paint a promising picture for the future of ML applications in finance. The numerous 

advantages that ML offers over traditional econometric methods, coupled with the consistent and robust 

growth in the number of ML publications in recent years, and the widespread adoption of ML by studies 

featured in the highest-ranked journals within the field, leave little room for skepticism. 

 

Our paper contributes to the expanding literature focused on ML applications in finance. Existing finance 

textbooks typically either survey specific finance areas where ML techniques have gained prominence (e.g., 

Nagel, 2021, for asset pricing; De Prado, 2018, for asset management) or provide mathematical foundations 

for ML within quantitative finance (e.g., Dixon, Halperin, and Bilokon, 2020). While these contributions 

are essential in demonstrating how ML techniques can be carefully adapted to address the specific 

characteristics of certain subfields within finance, primarily focusing on financial markets, our perspective 

on ML differs significantly. Our primary aim is to identify promising ML applications that extend beyond 

prediction problems, especially outside of financial markets, thereby broadening the scope of ML's impact 

on finance research. 

Furthermore, our contribution extends to a smaller body of survey papers that scrutinize the applications of 

machine learning (ML) in finance. Unlike these surveys, our approach eschews automated techniques such 

as textual analysis or citation-based approaches. Instead, we undertake a manual review of ML applications 

across various subfields within finance, placing particular emphasis on applications beyond financial 

markets. Our focus is on comprehensively understanding their unique potential and contributions. 

 

In this section, we establish the groundwork for subsequent chapters by offering a primer on ML. Our 

primary objective is to delve into the mechanics of various types of ML, delineate the problem domains in 

which ML excels, and introduce the methods commonly employed in the finance literature. Additionally, 

we underscore the distinctions between ML and traditional econometric methods, setting the stage for a 

deeper exploration of ML applications in finance. 

In empirical finance studies, the central objective revolves around analyzing economic relationships among 

different variables. A common scenario entails investigating how specific factors influence capital structure 

decisions or how regulatory changes impact the expectations of economic agents. Traditional econometric 
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methods are typically employed to estimate parameters such as 𝛽̂ , which provide insights into the direction 

and strength of these influencing factors. 

 

Conversely, machine learning (ML) serves different purposes in this context. Rather than directly 

elucidating the relationships between economic variables, ML primarily functions as a tool for prediction 

or data structure inference. Prediction methods leverage available observations to derive estimates for the 

dependent variable 𝑦 of new, unseen observations based on their covariates 𝑋. For example, in the real 

estate market, observed property prices and their characteristics can be utilized to predict the prices of 

previously unobserved properties based on their attributes. The primary type of ML method for such 

prediction tasks falls under supervised learning, encompassing techniques designed to make accurate 

predictions based on labeled data. 

To illustrate the disparities between Machine Learning (ML) methods and traditional approaches, we 

employ ML in the task of predicting real estate prices. Real estate price prediction serves as an exemplary 

case to highlight the advantages of ML in addressing finance-related problems for several compelling 

reasons. 

 

Firstly, real estate stands as one of the most pivotal asset classes in the economy, with its total value in the 

United States comparable to the combined size of equities and fixed income markets. For many households, 

real estate represents their primary source of wealth. The Global Financial Crisis of 2007/2008 vividly 

demonstrated how disruptions in the real estate sector can have profound and widespread repercussions on 

economies worldwide. Therefore, reducing prediction errors in real estate pricing carries significant 

economic importance. 

 

Secondly, real estate assets exhibit a high level of heterogeneity, with each property possessing unique 

characteristics. This diversity complicates real estate pricing substantially, making it a challenging task for 

traditional approaches. 

 

Thirdly, real estate pricing presents an inherently high-dimensional problem due to the multitude of property 

characteristic variables and the potential presence of nonlinearities and interaction effects. In such complex 

scenarios, ML offers distinct advantages over traditional methods by efficiently handling high-dimensional 

data and capturing intricate patterns and relationships that may not be discernible through conventional 

approaches. 

The traditional approach for estimating the prices of individual properties is known as hedonic pricing. 

Hedonic pricing involves initially regressing property characteristics against observed property prices using 

Ordinary Least Squares (OLS) to create a linear pricing model. This model is then utilized to predict prices 

for new, unobserved properties. However, hedonic pricing relies on an inherently linear model and does not 

explicitly account for nonlinearities and interaction effects. For instance, it may overlook important 

interactions between factors like lot size and location. While specific effects can be manually added to the 

linear model, there may exist numerous unknown nonlinear and interaction effects that go unaccounted for. 
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In contrast, ML methods automatically consider these nonlinearities and interactions, potentially leading to 

more accurate price predictions. 

 

In this study, we leverage a comprehensive dataset comprising over four million residential real estate 

listings in Germany spanning from January 2000 to September 2020. This dataset is sourced from major 

real estate online platforms and newspapers and encompasses offer prices as well as all relevant individual 

property characteristics such as floor area, number of rooms, construction year, location, lot size, etc. We 

utilize these rich and extensive data to train various ML models for predicting individual property prices. 

Subsequently, we compare the performance of these ML models with the linear OLS model derived from 

hedonic pricing. This comparative analysis allows us to assess the effectiveness of ML methods in capturing 

complex patterns and relationships inherent in real estate pricing data. 

The results presented in Panel A of Figure 4 are remarkable. ML methods demonstrate a substantial 

improvement in the accuracy of price predictions compared to the OLS baseline. Our top-performing ML 

model, boosted regression trees, achieves an out-of-sample R² of 77%, nearly doubling the explained price 

variation compared to OLS, which attains 40%. On average, predictions from boosted regression trees 

deviate from actual prices by approximately 27%, while OLS exhibits a deviation of 44%. In monetary 

terms, this enhanced prediction performance corresponds to an average pricing error of about 94,000 EUR 

for ML, compared to 176,000 EUR for OLS. Given that the mean property price in our sample is 393,000 

EUR, these improvements are not only statistically significant but also economically substantial. 

 

Furthermore, the advantages of ML become even more apparent at the upper end of the price range, as 

depicted in Panel B of Figure 4. Boosted regression trees outperform OLS across all price quintiles. In the 

highest price quintile, ML significantly reduces the average pricing error to 24%, compared to OLS's 50%. 

In terms of monetary units, this superior performance translates to an average pricing error reduction of 

over 240,000 EUR for boosted regression trees in the highest price quintile, where the average property 

price is approximately 884,000 EUR. These findings underscore the significant value that ML methods 

bring to real estate price prediction tasks, particularly in capturing the complexities present in higher-priced 

properties. 

These findings underscore the importance of considering nonlinearities and interaction effects in real estate 

pricing, particularly for high-end properties. Our results highlight that ML methods can significantly 

mitigate prediction errors in economic forecasting tasks compared to traditional linear regression with OLS. 

ML not only enhances prediction accuracy overall but also outperforms traditional methods, particularly 

when dealing with observations that present challenges for conventional approaches. This emphasizes the 

value and efficacy of ML in capturing the complexities inherent in real estate pricing dynamics, ultimately 

leading to more reliable and precise predictions. 
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Limitations and Considerations of Machine Learning 

While our illustrative application of Machine Learning (ML) to real estate asset pricing demonstrates the 

advantages of ML over traditional methods for high-dimensional data problems, it's crucial to acknowledge 

the limitations, caveats, and drawbacks associated with ML. In the following, we delve into three crucial 

aspects in detail: 

 

1. **Low Interpretability:** ML methods often exhibit low interpretability. While ML models can generate 

predictions with low prediction error, understanding how the algorithm arrived at these results is often not 

straightforward. Consequently, ML is generally less suited for problems that require a deep understanding 

of the economic determinants behind the prediction target. Nonetheless, the rapidly evolving field of 

interpretable ML is actively working on addressing the model interpretability challenge through various 

approaches. 

 

2. **Data Requirements:** ML typically demands large datasets. Data size can be large in two dimensions: 

the number of relevant variables and the number of observations. ML provides advantages over traditional 

methods for prediction tasks when there is a large number of relevant variables compared to observations. 

However, ML generally delivers good prediction performance only if there's a substantial number of 

observations available for training an ML model. Unfortunately, large-scale data may not always be 

accessible for many research questions in finance. In some cases, researchers can leverage pre-trained ML 

models that have been trained on extensive, comparable data for common ML tasks like textual analysis or 

face recognition. This enables them to apply pre-trained models to specific problems, regardless of the data 

volume. Additionally, the ongoing trend of increasing data collection across various domains is expected to 

alleviate data scarcity concerns over time. 

 

3. **Computational Costs:** Employing ML often comes with high computational costs. Compared to 

traditional methods such as linear regression, training ML models typically requires significantly more time 

and computing power. This challenge becomes more pronounced with more complex ML methods, 

especially neural networks with intricate architectures, which tend to have the highest computational 

requirements. Consequently, utilizing cloud computing services often becomes a necessity to address these 

computational demands effectively. 

 

Construction of Superior and Novel Measures 

The first archetype of Machine Learning (ML) applications in finance revolves around the creation of 

superior and innovative measures. Studies falling under this category leverage ML techniques to extract 

valuable information from high-dimensional and unconventional data sources, such as text, images, or 

videos, with the aim of formulating numerical measures for various economic variables. Traditionally, 

approaches for handling textual data relied on simplistic word counting techniques based on domain-

specific dictionaries, while human assessments were primarily utilized for interpreting information from 

image and video data. However, ML-based methods offer a more efficient and potent means to access and 
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interpret information within such unconventional data sources. Various types of ML methods, including 

supervised learning for predictions, unsupervised learning for data structure information, and other ML 

techniques, are applied to formulate measures for economic variables. 

 

These superior or novel measures subsequently serve as independent variables in the primary analysis of 

economic relationships. Leveraging superior measures, characterized by lower measurement error 

compared to existing measures, helps mitigate attenuation bias, leading to more precise estimates of 

parameters describing economic relationships. Similarly, novel measures facilitate the exploration of 

previously unmeasurable economic aspects. In the primary analysis, many studies that construct ML-based 

measures often employ traditional econometric methods, such as linear regression with Ordinary Least 

Squares (OLS), to further investigate economic relationships. 

 

Below, we categorize a selection of studies that utilize ML to construct superior or novel measures into 

three groups: (1) measures of sentiment, (2) measures of corporate executives' characteristics, and (3) 

measures of firm characteristics. This categorization showcases the diverse applications of ML in 

generating innovative measures across different facets of finance research. 

 

1. **Sentiment Measures:** These studies utilize ML to assess sentiment in different spheres like market, 

news, or investor sentiment, offering more refined sentiment measures than conventional methods by 

analyzing textual data. 

 

2. **Corporate Executives' Characteristics Measures:** This category concentrates on developing 

measures concerning traits, behavior, or communication style of corporate executives, employing ML to 

extract insights from textual or unconventional data sources. 

 

3. **Firm Characteristics Measures:** Here, ML is applied to devise measures pertaining to firm-level 

characteristics, often derived from unconventional data like textual information, enabling a deeper 

understanding of firms' financial health and performance. 

 

Measures of Sentiment 

Sentiment measures aim to capture individuals' beliefs or opinions, usually on a scale ranging from positive 

to negative. Within this category, the majority of studies concentrate on generating sentiment measures 

from textual data. Various approaches exist for creating one-dimensional sentiment measures, such as 

distinguishing between positive and negative sentiments, based on text data. 
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One prevalent method is the dictionary approach, exemplified by Loughran and McDonald (2011), which 

involves tallying the occurrences of positive and negative words according to a domain-specific word list. 

However, dictionary-based methods have limitations as they may overlook the context of words within a 

sentence. 

 

In contrast, flexible Machine Learning (ML) techniques can consider both the context of words within 

sentences and the relationships between different sentences. These methods provide a more nuanced and 

data-driven approach to sentiment analysis. For a thorough examination of sentiment analysis utilizing both 

traditional econometric and ML-based methods, Algaba et al. (2020) offer a comprehensive resource. 

 

Sentiment measures can encompass a wide range of topics and originate from diverse sources. In finance, 

there is often a focus on aggregate market sentiment, particularly in the stock market. Many studies employ 

ML-based sentiment measures for stocks to explore their influence on future stock returns and various 

financial reporting metrics. 

1. Antweiler and Frank (2004): Utilizing ML methods such as naïve Bayes and Support Vector Machines 

(SVM), this research classifies user posts on the Yahoo Finance message board as either positive or negative 

sentiments. These classifications are aggregated to form a measure of stock market sentiment. 

2. Renault (2017): This study categorizes user posts on the finance-centric social network StockTwits to 

develop an investor sentiment measure. 

3. Vamossy (2021): Leveraging StockTwits, this study employs deep learning-based textual analysis to 

extract various emotional states from user posts, thereby creating a measure of investor emotions. 

4. Studies conducted by Sprenger et al. (2014), Bartov, Faurel, and Mohanram (2018), Giannini, Irvine, and 

Shu (2018), and Gu and Kurov (2020): These investigations derive investor sentiment from user posts on 

Twitter. 

5. Liew and Wang (2016): Applying ML techniques, this study extracts sentiment information from Twitter, 

with a particular focus on pre-IPO sentiment. 

These studies exemplify the increasing interest in utilizing ML methodologies to extract sentiment from 

social media and other textual sources, offering valuable insights into market sentiment and its potential 

implications for financial markets. 

  

Measures of Corporate Executives' Characteristics 

Corporate executives hold a crucial position in a firm's leadership, and their attributes can significantly 

affect various aspects of the company's functioning. In finance literature, the utilization of Machine 

Learning (ML) techniques has facilitated the development of sophisticated measures associated with 

corporate executives' characteristics. While many measures in this domain stem from textual data analysis, 

some studies also utilize image and video analysis. 
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Several studies concentrate on crafting ML-based measures of executives' personality traits: 

 

1. Gow et al. (2016): This research employs ML to extract CEOs' Big Five personality scores 

(agreeableness, conscientiousness, extraversion, neuroticism, and openness to experience) from transcripts 

of conference call question-and-answer sessions. These derived scores are subsequently employed to 

investigate the influence of personality traits on financing choices, investment decisions, and operational 

performance. 

 

2. Hrazdil et al. (2020): Using the IBM Watson Personality Insights commercial service, the authors 

determine the Big Five personality scores of CEOs and CFOs. These scores are then utilized to create a 

novel measure of executives' risk tolerance, followed by an examination of its impact on audit fees. 

 

Other studies focus on developing measures related to executives' beliefs: 

 

3. Du et al. (2019): This study applies ML to analyze mutual fund managers' letters to shareholders, 

generating a measure of managers' confidence in expressing their opinions. The primary analysis 

investigates the influence of confidence levels on future performance. 

 

These studies underscore the application of ML in extracting valuable insights from textual data concerning 

corporate executives. By quantifying personality traits, beliefs, and other attributes, researchers enhance 

their understanding of how executive characteristics shape various financial and strategic decisions within 

organizations. 

 

Reduction of Prediction Error in Economic Prediction Problems 

The second archetype of ML applications in finance revolves around the utilization of ML to reduce 

prediction error in economic forecasting tasks. While some economic analyses aim to unveil causal 

relationships between economic variables, others prioritize accurate predictions. ML excels in the latter 

category, often surpassing simpler methods like linear regression with Ordinary Least Squares (OLS) by 

delivering more precise predictions. 

 

Predictive models can leverage diverse data types, including numerical data and unconventional sources 

like text, images, or videos. In this archetype, the primary objective of ML is to minimize prediction error 

in economic forecasting endeavors, leading to the predominant use of supervised ML methods. Researchers 

typically explore a range of ML techniques to identify the most suitable approach for a specific dataset. 

These supervised ML methods ultimately generate predictions for economic variables, thereby contributing 

to the resolution of economic prediction challenges. 
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Here are three categories of relevant studies within the archetype of minimizing prediction error in 

economic prediction problems: 

 

1. Prediction of Asset Prices and Trading Mechanisms: This category involves utilizing ML techniques to 

forecast asset prices and optimize trading strategies, which is essential in financial markets. ML methods 

are employed to enhance the accuracy of price predictions and to develop more effective trading 

mechanisms. 

 

2. Prediction of Credit Risk: ML techniques are applied to predict credit risk, a critical concern within the 

financial industry. These studies seek to enhance the evaluation of borrowers' creditworthiness and 

anticipate the probability of loan defaults, thereby aiding in risk management and lending decisions. 

 

3. Prediction of Firm Outcomes and Financial Policy: Within this category, ML is utilized to forecast various 

outcomes related to firms and their financial policies. These studies aim to offer insights into the financial 

performance of companies and their decision-making processes, aiding stakeholders in making informed 

strategic and investment decisions. 

While the advantages of Machine Learning (ML) over traditional methods have been well-established, the 

relatively limited adoption of ML applications in finance suggests considerable untapped potential for 

future exploration. However, several pertinent questions remain unanswered: Will ML methods gain 

widespread acceptance within the finance community? Can ML applications secure placement in the most 

prestigious finance journals, or are they more likely to appear in specialized publications? Moreover, given 

the diverse application categories of ML and the multitude of research fields within finance, identifying the 

most promising ML applications in finance research poses a significant challenge. 

 

This section systematically analyzes the existing finance literature utilizing ML methods to provide 

indicative insights into these questions. The focus is on examining the publication success of papers 

employing ML and how it varies across various research fields and application types within finance. These 

findings not only offer perspectives on the future prospects of ML in finance but also provide guidance on 

where and how researchers can leverage ML to maximize its potential impact. 

 

The objective of this analysis is to illuminate the trajectory of ML applications in finance, ranging from 

their current status to their potential growth and acceptance within the broader finance research community. 
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Conclusion 

In this study, we have explored the integration of ML technology within finance research, highlighting its 

distinct advantages compared to traditional linear regression with Ordinary Least Squares (OLS). While 

OLS excels in explaining relationships between variables, supervised ML emerges as the preferred choice 

for prediction tasks. This was exemplified in our real estate asset pricing prediction example, where ML-

based predictions notably surpassed OLS in terms of pricing accuracy. 

 

The subsequent section of our paper introduced a taxonomy for ML applications in finance, categorizing 

them into three main areas: 1) the creation of sophisticated and innovative measures, 2) the minimization 

of prediction errors in economic forecasting tasks, and 3) the expansion of the existing econometric toolkit. 

This taxonomy serves multiple purposes, enabling a structured review of existing ML literature in finance, 

enhancing understanding of novel contributions and their integration into the existing research landscape, 

and guiding researchers in identifying potential applications for future studies, thereby fostering further 

development in ML research within finance. 

In the final part, we provided insights into the future trajectory of ML applications in finance by analyzing 

ML papers published in prominent finance journals. Our findings revealed a substantial growth in the 

number of ML applications in finance in recent years, with many of these studies being featured in top-tier 

journals. This suggests a promising outlook for the continued expansion of ML in finance research in the 

coming years. Additionally, we identified significant untapped potential for ML in constructing advanced 

and innovative measures, particularly within the domains of corporate finance and governance. 

Furthermore, areas such as behavioral and household finance present promising avenues for future ML 

research endeavors. 
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