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Abstract - With the rapid advancement of digital media editing 

tools, video forgeries have become increasingly sophisticated and 

harder to detect, posing serious threats to information security, 

legal evidence integrity, and digital content authenticity. This 

project presents a machine learning-based approach for the 

detection of video forgeries, focusing on identifying tampered 

frames, splicing, and copy-move operations. The system extracts 

spatiotemporal features and motion inconsistencies using 

techniques such as optical flow analysis, frame differencing, and 

noise residual examination. These features are then analyzed 

using supervised machine learning models, including 

Convolutional Neural Networks (CNNs) and Support Vector 

Machines (SVMs), to distinguish. 
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1.Introduction  

 
With the rapid growth of digital media and video-sharing 

platforms, ensuring the authenticity of video content has become 

increasingly challenging. Forged videos, often indistinguishable 

from genuine ones to the naked eye, can be used maliciously in 

political manipulation, cybercrime, and legal tampering. 

Traditional manual methods for detecting such forgeries are time-

consuming and prone to error. As a result, automated video 

forgery detection using machine learning techniques has emerged 

as a promising solution. 

This paper proposes a system that uses machine learning to detect 

common types of video forgeries such as splicing, copy-move, 

and frame duplication. By extracting spatial and temporal features 

from video frames, the system leverages supervised learning 

models to classify whether a video has been tampered with. 

everyone can benefit from the clarity and structure that a well-

designed task manager provides. 

2. Body of Paper 

The video forgery detection system is developed using a Python-

based machine learning architecture. The system employs a 

Jupyter Notebook environment for development, Python as the 

primary programming language, and various machine learning 

libraries to implement core detection algorithms. The system 

adheres to a modular design principle, separating data 

preprocessing, model training, and result visualization to ensure 

maintainability and adaptability. 

• Jupyter Notebook: Provides an interactive environment 

for code development, experimentation, and 

visualization. 

• Python: The core programming language used for 

implementing algorithms and data handling. 

• Machine Learning Libraries (e.g., 

TensorFlow/PyTorch, OpenCV, scikit-learn): Provide 

essential tools for image/video processing, feature 

extraction, and model development. 

• Detection Algorithms: Implement the core logic for 

identifying inconsistencies and anomalies indicative of 

video forgery. 

The application follows a client-server model: 

• Client (Frontend): Users interact via a simple 

HTML/CSS-based interface. Optionally, JavaScript can 

enhance interactivity. 

• Server (Backend): Java Servlets manage request 

routing, task processing, and database communication. 
• Database: MySQL (via XAMPP) stores user data, task 

lists, statuses, deadlines, and metadata. 

Table -1:  

  Year Study/Project Summary 

2021 Li et al. – 

Detecting Video 

Forgery with 

Compression 

Artifacts 

Explored the use 

of compression 

artifacts and their 

inconsistencies 

across frames as 

indicators of 

video 

manipulation. 

2022
 

 

Haliem et al. – 

Splicing Detection 

using Noise 

Features 

Proposed a 

method for 

detecting video 

splicing by 

analyzing 

variations in noise 

patterns (PRNU) 

in different 

regions of video 

frames. 
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2023 Zhao et al. – Multi-

Modal Fusion for 

Deepfake 

Detection 

Investigated 

combining visual, 

audio, and 

physiological 

signals (e.g., heart 

rate from face) for 

more robust 

deepfake 

detection. 

 

 

Existing Block Diagram 
 

 

 

 

Proposed Block Diagram 
Fig -1: Figure 

 

 While the detection process is automated, the 

presentation of results to human analysts is crucial. The 

system design should follow HCI principles, focusing 

on clear visualization of detected anomalies, confidence 

scores, and explanations for the detection, allowing 

forensic experts to interpret and validate the findings 

efficiently. 

Software Architecture and Modular Design The project 

adopts a modular architecture, breaking down the complex 

problem into manageable components: 

• Data Acquisition: Handling various video formats 

and sources. 

• Preprocessing: Normalizing video streams, frame 

extraction. 

• Feature Extraction: Deriving forensic features or 

feeding raw data to deep learning models. 

• Model Training: Training machine learning models 

on labeled datasets. 

• Detection/Inference: Applying the trained model to 

new videos. 

• Result Visualization: Presenting detection 

outcomes in an interpretable manner. This. 

 

 

3. SYSTEM ARCHITECTURE 

The proposed system is to develop an automatic system that has a 

built-in classification model and a segmentation model. The first 

part of building the model is pre-processing and then split into 

training, testing, and validation data. The data is further trained 

using multiple models and their respective results are compared 

after which the best model is used for further classifications. 

Similar procedure is carried out for building the segmentation 

model. 

 

The proposed methodology includes following tasks, in essence, 

dataset splitting, dataset transfor- mation, hyperparameter tuning, 

modeling. Further details of each task are discussed below. 

 

1) DATA SPLITTING:  

In general, there are various ways of splitting the data based on 

the given data. The dataset is spitted using hold-out technique, in 

essence 85% of training data and 15% of testing or validation data, 

considering the fact that the data set used in this study isn’t biased 

and has almost equal amount of classes. Also, we have not used 

any stratification algorithms. 

2) PREPROCESSING OF DATA: 

 Digital pictures vary significantly in terms of picture size. Hence 

all the images are scaled to a common frame of reference 

depending upon the model we are using. As our emphasis is 

majorly on the brain region, unnecessary regions of the skull are 

removed (a.k.a., Skull 14 Stripping). In the end, the dataset is 

http://www.ijsrem.com/
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normalized using the Z-score. Once these steps are accomplished, 

the dataset is split into training, testing, and validation.  

 

3)BUILDING DIFFERENT CLASSIFICATION 

MODELS:  

Two deep learning models are built using VGG16 [20] and 

ResNet50. Although, the base model was built using the 

multilayer perceptron and used transfer learning in order to 

increase the performance of the model. The models are built by 

taking care of overfitting and underfitting cases while they are 

monitored and are evaluated using classification evaluation 

metrics. Early Stopping and loss monitoring call-backs were also 

used while training the model.  

 

4) SEGMENTATION MODELING:  

In general, the Unet architecture proposed by Olaf Ronneberger is 

proven the best for segmentation tasks. The residual blocks in the 

unet architecture helps the CNN model to get significant results. 

In this study, we proposed a hybrid architecture blend- ing the 

residual blocks and the Unet architecture and we call it ResUnet. 

There are various evaluation metrics for the classification model. 

Here are the few that we have considered. In this study we have 

used Tversky loss function in order to make evaluation more fault 

free. This loss function has parameters that can be optimized to 

get significant results by penalising the loss function. This loss 

unction contains constants ’alpha’ and ’beta’ to act as penalising 

factors in case of false positives and false negatives.In our study 

we have used  

α =0.7  

 

1)Accuracy:  

Accuracy refers to the ratio of the instances that are correctly 

classified to the total number of instances. It is used to evaluate 

the classification model when the data is balanced.  

 

Here’s the formula Accuracy = (TP + TN) / (TP + TN + FP +FN)  

FN–False Negative,  

FP– False Positive, 

TN– True Negative,  

TP– True Positive. 

  

2) Recall:  

Recall refers to the ratio of true positives to the sum of true 

positives and false negatives. This evaluation metric is used as we 

want to check the efficiency of false negatives. Here’s the formula 

33  

  

Recall = TP / (TP + FN)  

 

3)Confusion Matrix :  

A Confusion matrix is a 2 X 2 matrix which quantifies about all 

the possible outcomes of the classification model, in essence, the 

true positive, true negative, false positive, and false negative. 

 

Implementation Steps for implementation  
 

1.Install Required Software & Tools Install Required Software & 

Tools  

 

2 Set Up a Virtual Environment 

 

3 Install Dependencies (tensorflow keras opencv python 

matplotlib pandas) . 

 

4 Download & Preprocess the Dataset. 

 

5. Train the Dataset. 

 

6.Test the Model with Input Vidoes. 

 

7. Run Python file for Execution. 

Result 

 
Confusion Matrix  
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Output  

 

 
 

 

 
 
Adjusting the Threshold value for Accuracy 

 
 

 
 

 

4. CONCLUSION 

 
The conceptualization of a video forgery detection system using a 

Python-based machine learning architecture offers a promising 

direction for combating the rising threat of manipulated media. By 

leveraging powerful libraries like TensorFlow/PyTorch for deep 

learning, OpenCV for video processing, and scikit-learn for 

traditional machine learning, the system can effectively analyze 

videos for subtle forensic traces. The modular design, 

encompassing data preprocessing, feature extraction, model 

training, and result visualization, ensures the system's 

maintainability, scalability, and adaptability to evolving forgery 

techniques. This research highlights the critical role of machine 

learning in safeguarding media integrity and provides a robust 

foundation for future advancements in automated video forensics. 
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