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Abstract— In this paper, we are exploring state-of-the-

art models in multimodal emotion recognition. We 

choose to investigate video inputs and construct an 

ensemble model that collects data from all of these 

sources and presents it in a clear and understandable 

manner. The project's goal is to extract useful 

information from a variety of sources, including video 

inputs. The goal is to compile this data and present it in 

such a way that its meaning is apparent and 

understandable to others. The goal of this project is to 

help the user discover their strengths and flaws in order 

to prepare for an interview. The purpose is to help the 

user succeed in an interview by educating them about 

their personality and coaching them on the precise 

personality features and adjustments they need to 

succeed (of organisation of their choice.). The paper 

describes a method for creating artificial conversational 

agents and bots that employ actual human video. This 

approach differs from others in that it starts with real 

human examples and builds artificial behaviours from 

there, rather than artificial agents building the real 

interaction. In terms of behaviour and emotion, Video 

Bot might be considered a substitute for human beings; 

it is conceivable to create a video that behaves like a 

individual human for all the practical reasons. This 

method also reveals some of the difficulties encountered 

during the Video Bot's preparation for the interview.  

 Keywords: Emotion recognition · Video · Affective 

Computing  ·  multimodal emotion recognition  · 
interview assistant · affective computing 

I. Introduction 

As the population and knowledge of education has grown, 
so has the number of people seeking employment. As a 

result, businesses and educational institutions have begun 

interviewing potential employees and screening out the top 
applicants as needed. To easily get selected in these 

competitive interviews, a candidate needs have awareness 

of some ethics, etiquettes, and conventions, as well as 

personality skills. 

Chatbots are conversational interfaces in software. 
Emotional emotion is a unique feature of humans that 

distinguishes them from machines. Hence to make chatbots 

more humanized, an emotional chatbot to analyse the user’s 

sentiment is developed. 

Affective computing is a study of Machine Learning and 

Computer Science that studies the recognition and the 

processing of human affects. 

Virtual Interview Assistant is a Chatbot Based platform that 

allows users to interact with a Chat-bot and receive a full 
report on their interview performance, allowing them to 

better understand their personality and providing a means to 

improve for the real interview. 

The multi-turn dialogue approach and emotive analysis are 

combined for constructing a chatbot that categorises 
statements entered in terms of emotional states and selects 

an appropriate response 

Virtual mock interview assistant is a new field that tries to 

incorporate video into the process. The rise of this field has 

coincided with the growth of social networks, which have 
provided academics with access to large amounts of data. 

Recent research has looked into potential measures for 

measuring the coherence of emotions across different 
mediums. Depending on the input, we'll look at a few 

different categorization goals. Table 1 summarises the entire 

category targets we're assessing based on the data type. 

  

Video Happy, Sad, Neutral and Disgust 

, Angry, Fearful, Surprise. 

Table 1 : ategorical target depending on the input data type 

A.    Computer vision for emotion recognition  

Challenges such as emotion recognition can typically not be 

solved though classical machine learning techniques. All the 
recent research papers focus on several deep learning 

techniques, some of which include Artificial Neural 

Networks (ANN), Convolution Neural Network (CNN), 
Region-CNN (R-CNN), Fast R-CNN, Recurrent Neural 

Network (RNN) or Long Short-Term Memory (LSTM). The 

aim of the following section is to develop the bases that lead 

to Convolutional Neural Networks (CNN). 
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A. I .Architecture 

1.       Image processing 

The alteration of digital images in order to extract more 

information than is evident on the original image is 
known as image processing. Picture processing is a 

method of improving or extracting information from an 

image by performing operations on it. It's a type of 
signal processing in which a picture serves as the input 

and the output is either that image or its 

characteristics/features. 

2.       Facial emotion detector 

The practise of detecting human emotions from facial 

expressions is known as facial emotion recognition. The 

capture of face expressions is comparable to the capture 
of facial motions. It's a method of manipulating 

characters created by a computer using data from human 

faces or recognising a user's emotions via visual or 
mechanical means. Emotion Analysis seeks to discover 

and distinguish emotions such as anger, disgust, fear, 

pleasure, sadness, and surprise through the expression 

of words. 

 

Figure: data flow diagram of VMIA 

 

II. Proposed Methodology 

A.   Entity used 

1.    User: candidates own no accounts in the system. 

Candidates are provided with system accounts after 

authentication of email id cards by database. 
Candidates can then use their account to log into the 

system during the preparation. A list of candidates 

who run for election (including their personal 
information) is stored in the system database. 

2.    Virtual video bot: virtual assistant mock interviewer 

is a virtual interviewer in which user interacts with 

the chat bot and practices for the upcoming 

interviewers 
  

B. Phases 

1. User choose the question according the question no. 
which available on the screen after then video is 

start.  

 
2. Video captures the facial expression on the basis of 

sections. 

3. Recording stores the facial expression and on the 

basis of face capture it will show the result like: 
How you behave in the particular question so that 

user can easily identifies his/her strength on 

particular question.  
 

4.   Artificial intelligence based screen check: here 

comes the assistance asking the question.  
 

5. Everything is set to go: the chatbot window begins 

and the mock interviewer is ready to begin with the 

learning procedure. 
 

6. Project report: At the conclusion of the interview, the 

candidate will be able to check his or her score and 
determine whether or not he has to prepare further. 

Essentially, the candidate is given the opportunity to 

develop himself in preparation for subsequent 

interviews. 
  

C. System design 

The methods involved in creating the application for vmia, 
namely the architecture, its various components, and the 

data that passes through the system, are described in depth 

in this chapter.. In addition, the minimum hardware 
requirements, target users, and software requirements will 

also be discussed.  

  

1. Requirements that  are both functional and non-
functional. The virtual mock interview phase and the 

virtual mock interview assistant administrators' phase are 

the two phases of the system's functional requirements. 
They will be able to chat with an assistant, request 

interview preparations, request some of the most important 

questions to be asked in the interview, have a visual 

discussion with the assistant, and receive the result of the 
discussion in the form of a report card during the virtual 

mock interview phase. They will be able to log in via the 

administrators' portal, update the chatbot database with the 
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current qualification, and receive a list of questions during 

the virtual mock interview assistance administrators phase. 

The following are examples of non-functional 

requirements: 

(1) security: unauthorised users will not be allowed access 

to the system  

(2) usability: the proposed system is simple to operate, 

enter data, and interpret the output for the user. 

(3) Scalability: the system should always run well, 

regardless of any modifications. 

(4) Browser compatibility: the proposed approach works 

with all web browsers.  

 

2. Hardware requirements are minimal. The minimal 
hardware requirements pertain to the physical 

characteristics of the computer that are necessary to run the 

virtual mock interview helper. The specifications are as 
follows: at least 250 GB hard drive, 4 GB RAM, and an 

Intel Pentium dual-core processor. 

3. Software specifications. The virtual mock interview 

helper requires the following computer programmes and 

procedures to be implemented. 
Table 1 indicates the minimum software requirements. 

  

Requirements Software 

Operating system Microsoft windows 

Dbms Excel 

Programming language 
used 

Python 

Python Libraries Used Numpy, Keras,  

Tensorflow, 

Xlsxwriter, OpenCv 

Development tool Visual studio code 

/Jupyter 

Table 1: minimum software requirements 

  

4.    Candidates preparing for interviews at different 

companies for recruitment (placement) are the key 

target users of the vmia, notably students who are 
looking for a career after completing any study. 

Furthermore, because students are the most frequent 

interviewees during placement activities, the 
development of a virtual help for candidates will be 

welcomed. 

 
Figure: activity diagram of VMIA 

 

III. Technology Used 

 

1. Numpy 

Numpy is a Python library that adds support for 

multi-dimensional arrays, large and matrices, as 

well as a large collection of high-level 

mathematical functions for array operations. 

2. OpenCV 

OpenCV contrib is a Python programming 

language specialised module that is required for 

the system to run SURF feature descriptions 

alongside the OpenCV module in the open-

source library. 

3. Keras 

Keras is a Python interface for artificial neural 

networks that is open-source software. Keras 

serves as a front-end for the TensorFlow library. 

4. TensorFlow 

TensorFlow is a free and open-source machine 

learning and artificial intelligence software 

library. 
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5. XlsxWriter 

XlsxWriter is a Python module that allows you 

to write files in the XLSX file format. 

6. Flask  

Flask is a Python-based micro web 

framework. It is classified as a 

microframework because it does not 

necessitate the use of any specific tools or 

libraries. It lacks a database abstraction 

layer, form validation, or any other 

components that rely on pre-existing third-

party libraries to perform common functions. 

IV. Conclusion 

A virtual assistant mock interviewer is one of the 

simplest ways to convey data from a computer without 

having to think of appropriate keywords for a student to 

search or browse multiple web pages to gather material 

for an interview. 

A virtual assistant mock interview is simply a chatbot. 

A chatbot is an excellent tool for interacting with users 

quickly. They helped us by providing entertainment, 

saving time, and answering difficult-to-find questions. 

The chatbot should be straightforward and 

conversational. 

In this project, we logged how they are and the 

applications of Chatbot in various fields, and thus chose 

the field for the candidate to practise for the interviews. 

Students can easily ask questions in natural language, 

and the interviewer will respond with the information. 

A simple unified language model architecture can be 

used to train the model from start to finish. We show 

that our model, powered by well-defined knowledge 

grounding, can approach human performance in some 

ways, but falls short when dealing with detailed 

knowledge or long-turn consistency. 

Candidates must interact with the virtual assistant mock 

interview in order to prepare for their upcoming 

interviews. 

The gentle purpose of virtual assistant mock interview 

is simple, user-friendly, and easily understood, and the 

knowledge base must be compact. 

In this study, the model of multi-turn dialogue and 

sentiment recognition analysis are combined in the 

development of chatbots. That is, it will be designed to 

be used in everyday conversations rather than at specific 

times. This model will be improved in the future so that 

lifelong learning can be integrated and intent judgement 

can be served. 

The model can be trained from start to finish using a 

simple unified language model architecture. We show 

that our model, powered by well-defined knowledge 

grounding, can approach human performance in some 

ways, but still lags behind when dealing with detailed 

knowledge or long-turn consistency. 

V. Future work 

Our model appears to be fairly effective. The accuracy was 

61 percent, but it was still 14 percent behind current models. 

Overfitting appears to be a problem. As a result, drop out 
layers will be included in future model architectures. 

Furthermore, predicting "disgust" is extremely difficult. Our 

original model is skewed, and it appears that this has an 
impact on this class. For example, we require tailored data 

augmentation for this specific class. Including extracted 

facial features in the design matrix is another option to 
improve the model and approach state-of-the-art solutions. 

In state-of-the-art models, extraction is commonly done 

using histograms of oriented gradients (Hog) on sliding 

windows, but face landmarks are also taken into account. 
Finally, in terms of graphical display, a potential 

improvement, instead of displaying probabilities on the top 

corner, would be to display graphs instead.  All these 
improvements will be explored further in the second period 

of this project. 
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