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Abstract— we are going to be taken care of virtual 

mouse on Human Computer Interaction (HCI). A virtual 

mouse is a device used to air-browse the functions of a 

system such as computer, laptop or a smart-pad with the 

functions corresponding to a mouse and a marker. It can 

be used in class-rooms for teaching without the board and 

chalk. This can also be used in conferences as a smart 

device to work as a mouse. A person is just required to 

make the corresponding gestures imitating a mouse or a 

marker in front of an Infra-red (IR) camera using this 

hardware device which is modeled as a pen and this 

avoids the use of wired mouse, chalks and boards. A 

virtual marker is already implemented by using software 

to process the images captured to get the coordinates. 

Based on the idea of virtual marker we are developing 

virtual mouse that can control the system by showing out 

in front of web camera and hand gesture recognition can 

be useful for all kinds of people. 
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1. INTRODUCTION 

 
     A Computer Mouse is an input device that helps to point 

and to interact with whatever that is being pointed. There 

are so many types of mouse in the current trend, there’s 

the mechanical mouse that consists of a single rubber ball 

which can rotate in any direction and the movement of the 

pointer is determined by the motion of that rubber ball. 

Later          the mechanical mouse is replaced by the Optical 

Mouse. 

No Matter how much the accuracy of the mouse 

increases but there will always be limitations of the 

mouse as the mouse is a hardware input device and 

there can be some problems like mouse click not 

functioning properly ad etc., as the mouse is a hardware 

device like any other physical object even the mouse 

will have a durability time within which is functional 

and after its durability time we have to change the 

mouse. such as speech recognition. Speech 

Recognition is used for recognition and translation of 

the spoken language into text. Thus, Speech 

Recognition can replace keyboards in the future, 

Similarly Eye Tracking. which is used to control the 

mouse pointer with the help of our eye. Eye Tracking 

can replace mouse in the future. 

Gestures can be in any form like hand image or pixel 

image or any human given pose that require less 

computational difficulty or power for making the 

devices required for the recognitions to make work. 

Different techniques are being proposed by the 

companies for gaining necessary information/data for 

recognition handmade gestures recognition models. 

Some models work with special devices such as data 

glove devices and color caps to develop a complex 

information about gesture provided by the user/human. 

 

 

2. EXISTING METHODOLOGY 
 

The existing system as physical mouse which is wired, 

wireless and cordless. There are some virtual mouse 

systems which controls the system by hand gestures. 

Here the virtual mouse is controlled with fingers by 

using color caps to fingers. So the existing system is 

http://www.ijsrem.com/
mailto:srujannagapuri121@gmail.com
mailto:mohdafreed06@gmail.com
mailto:rathnakark6866@gmail.com
mailto:harshithreddy3008@gmail.com
mailto:pradhan.cse@nmrec.edu.in


          International Journal of Scientific Research in Engineering and Management (IJSREM) 

                         Volume: 07 Issue: 05 | May - 2023                         Impact Factor: 8.176                            ISSN: 2582-3930            

 

© 2023, IJSREM      | www.ijsrem.com                          DOI: 10.55041/IJSREM20229                     |        Page 2 

not user friendly and not secure. By using the idea of 

existing system we are developing proposed system 

which is more secure and user friendly. The existing 

system contains a mouse that may be wireless or 

cordless to control the cursor, be aware that we may 

use hand gestures to monitor the system. The existing 

visual mouse control system incorporates simple 

mouse functionality using colored tips for web camera 

capture, which is why colored fingers act as a web 

camera color sensor such as red, green, blue to 

monitor the system, while it can perform basic mouse 

functions such as drag, drag, drag up, scroll down, 

left-click with the right-click using a finger touch 

without any colored finger because the skin color 

detection system is more flexible than the existing 

system. In an existing system use vertical hand 

recognition such as fingerprint identification, hand 

shape, number of fingers in a clearly defined action, 

making the system very difficult to understand and 

difficult to use. 

 

3. PROPOSED METHODOLOGY 

 

The system contains a mouse that may be wired and 

wireless to control the cursor. Even though there are 

some virtual mouse which is controlled by using hand 

gestures. The functionality of existing virtual mouse is 

done by using colored caps for user fingers for web 

camera capture. Now proposed system is that we will 

not use any wired mouse. We are developing a virtual 

mouse to control the system. In proposed system the 

used should not require to use any color caps to fingers 

in order to control the system. Without using the 

colored caps to fingers for web camera capture we are 

developing this project. It is more secure, usable, 

accurate and user friendly 

 

 
 

 
 
 
 
 
 

4. SYSTEM ARCHITECTURE 

 

 
 

 

5. ADVANTAGES 

 

● More accurate 

● No space required 

● Ease of use 

 

6. DISADVANTAGES 

 

● Usually not as secure as mouse 

● Not very user friendly 

● Requires more maintenance 

 

 

7.  MODULES 

 

➢ Image Processing Module: This module would 

involve capturing an image or video feed of the 

user's hand or fingers using a camera, and then 

processing that image to detect the user's finger 

movements and gestures.  
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➢ Recognition Module:  

This module would interpret the data from the image 

processing module and identify specific finger 

gestures, such as clicking, scrolling, or dragging. 

➢ Mouse Emulation Module:  

This module would translate the output from the 

gesture recognition module into commands that 

emulate the behaviour of a computer mouse, such as 

moving the cursor or clicking on buttons. 

➢ Communication Module:  

This module would establish a connection between the 

finger tracking system and the computer or device 

being controlled, such as through Bluetooth or USB. 

➢ Calibration Module:  

This module would allow the user to calibrate the 

finger tracking system for their own hand size and 

finger movements, in order to achieve more accurate 

and reliable control of the computer mouse. 

 

8. SYSTEM IMPLEMENTATION 

The system working conditions are based on Anaconda 

Environment interface design, with OpenCV, wx, 

Numpy libraries and some of the sub packages of these 

libraries. Camera resolution is 1920*1080 and with 

fps of 40 Default user. The model is designed for the 

recognition and further working is done by the 

commands given to the system and how the user wants 

the gestures to make recognize. At the same time, the 

mouse pointer movement will be captured and made 

operate without any human interaction. The model 

working and implementation is shown in the figures. 

 

 
 

Fig. 1. This is the part of the code that is used for the color 

detection and highlighting the wanted color. 

A. Model Understanding 

The main thing we need to identify are the 

applications the model is going to develop so the 

development of the mouse movement without using 

the system mouse, the model is developed using 

computer vision where the color variation is used for 

the mouse identification and movement . We can see 

the fig 1 to identify the color variation / color 

detection that helps with the main part of our 

problem. 
 

 
Fig. 2. Limits of Green color in HSV color identification (Hue, 

Saturation, and Value). 
 

 
Fig. 3. For adding the limits to the mask, so that it can 

identify the green from the camera and highlights the input 

from the user. 

The model creation depends mostly on the steps that 

are given in the Fig 2 and 3. There we are identifying 

the color required for the user by using the range of 

green by using the color values in RGB image and 

highlighting them from HSV image and converting 

them into Black and White and display it in the mask 

which is system understandable image 

representation. After recognizing the highlighted 

color from the Fig 1, it’s shown that formation of red 

boxes around the color. 

 

 
 

      Fig. 4. Code for operating if there is only one figure    

with highlighted color 
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9. RESULT ANALYSIS 

 

The model which we have developed by using open 

CV and Numpy. The models which we are 

developing are color detection and mouse movement 

based on highlighted color which is given from the 

user for the movement of the mouse. Let’s see how the 

output is generated. 

 

  

                       Cursor movement 

 

                       Right click 

 

                         Left click 

 

                  Moving downwards 

 

                     Moving upwards 

 

 

 

10.CONCLUSION 

 

This model can conclude by using the topics of 

computer vision like open CV, it can form masks that 

can variety colors by using color variation techniques 

and also development of mouse movement by using 

certain packages like ‘mouse’ which will be used for 

the movement of mouse by using the coordinates that 

are linked to the detected color. 

This can provide ease use of systems and many other 

applications. So the open CV is helping the users with 

different accessible forms of models that will make 

ease life. 
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10.  FUTURE SCOPE 

The development of these techniques and models 

are really vast. The color detection model can be 

developed if we want to identify a particular color 

out of a colored photo. And the mouse movement 

can be developed in such a way it can act like a real 

mouse that will help us for using system without 

even touching the system’s keyboard or mouse. The 

development can be in such a way it can be training 

on CNN’s that will help for a better performed 

model. The Models can be developed in different 

ways by using some latest packages like ‘pyauto 

GUI’ that will help us to give commands which will 

identify an input and perform some function on the 

system. So if any separate color is detected it can 

perform special function or if an input from user 

is detected it will open any specific folder with ease 

without performing any actions, a simple gesture 

can do the job. 
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