
      International Journal of Scientific Research in Engineering and Management (IJSREM) 
                Volume: 09 Issue: 03 | March - 2025                                  SJIF Rating: 8.586                                             ISSN: 2582-3930                                                                                                                                               

 

© 2025, IJSREM      | www.ijsrem.com                                     DOI: 10.55041/IJSREM42033                                            |        Page 1 
 

Wave Your Way: Navigation Through Hand Gestures 

M.Padmaja1, S.Dharani2, M.Hari sai3, P.Bhavani4, T.S.Prasad5 

1Assistant Professor in Department of CSE, Raghu Engineering College 
2B.Tech Computer Science and Engineering (CSE-AIML), Raghu Institute of Technology 
3B.Tech Computer Science and Engineering (CSE-AIML), Raghu Institute of Technology 
4B.Tech Computer Science and Engineering (CSE-AIML), Raghu Institute of Technology 
5B.Tech Computer Science and Engineering (CSE-AIML), Raghu Institute of Technology 

---------------------------------------------------------------***-------------------------------------------------------------
ABSTRACT:  

Several technologies are continuously developing in 

today’s technological world where human-computer 

interaction is very important. In human-computer 

interactions, hand gesture recognition is essential. We 

can control our system by showing our hands in front of 

a webcam, and hand gesture recognition can be useful 

for all kinds of people. A specific interactive module 

like a virtual mouse that makes use of Object Tracking 

and Gestures will help us interact and serve as an 

alternative way to the traditional touchscreen and 

physical mouse. The system allows people to control a 

computer cursor using hand movements recorded by a 

camera by utilizing computer vision techniques and 

machine learning algorithms. Three key components of 

the suggested system are hand detection, gesture 

recognition, and cursor control. Hand detection is the 

process of locating and tracking the user's hand within 

the camera's field of view. This process may employ 

methods such as deep learning-based object detection, 

backdrop subtraction, and skin colour segmentation. In 

this, we can also capture the gestures clearly even when 

the camera quality is poor, and it can provide better 

navigation without any clumsiness. 
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INTRODUCTION: 

Human-computer interaction (HCI) has undergone a 

remarkable transformation, evolving from simple input 

methods like keyboards and mice to more sophisticated, 

intuitive systems such as gesture recognition. This 

transition is particularly relevant in the realm of hand 

gesture recognition, a technology that bridges the gap 

between human actions and machine understanding. 

Gesture-based systems have become a core component 

in developing more immersive and accessible 

technologies. Traditional input devices, such as 

keyboards and mice, although highly effective, often 

fail to address the needs of individuals with disabilities, 

who highlighted how gesture recognition can empower 

individuals with hearing disabilities by seamless sign 

language communication. These advancements in 

gesture recognition systems offer more inclusive 

solutions for marginalized communities, thus ensuring 

that technology remains universally accessible. 

The onset of the global pandemic further emphasized 

the need for touchless interaction methods, as shared 

physical inputs could transmit harmful pathogens. This 

accelerated the development of gesture-based systems, 

particularly those relying on libraries such as OpenCV 

and MediaPipe for computer vision and gesture 

detection. The use of these tools eliminates the need for 

expensive hardware while maintaining scalability and 

real-time processing capabilities. Moreover, these 

libraries offer robust solutions for detecting and 

interpreting complex hand movements, ensuring that 

the system can adapt to diverse user requirements. 

Moreover, the psychological and ergonomic factors that 

influence user experience in gesture recognition 

systems cannot be overlooked. Designing systems that 

mimic natural human behavior—such as smooth, 

intuitive gesture responses—ensures that these 

technologies are not only functional but also 

comfortable and adaptable to users' needs. The 

integration of such interdisciplinary insights is crucial 

in making gesture recognition systems both effective 

and user-friendly. 
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LITERATURE SURVEY: 

The surge in research and development in human-

computer interaction has led to the rise of gesture 

recognition technologies, which have found 

applications across industries such as gaming, 

healthcare, automotive, and education. The gesture 

recognition market is projected to grow substantially, 

from $9.8 billion in 2020 to $32.3 billion by 2030, 

reflecting its increasing importance in these sectors [4]. 

In contrast, recent advancements in vision-based 

approaches, which rely on libraries like OpenCV, 

MediaPipe, and PyAutoGUI, have made gesture 

recognition systems more adaptive and user-centric, 

offering greater scalability and ease of deployment [2]. 

A comprehensive framework for gesture recognition 

was proposed by [1], which demonstrated the potential 

of gesture recognition systems in addressing 

communication barriers for people with disabilities. 

This research emphasized how gesture recognition can 

create inclusive technologies that cater to various 

accessibility needs, such as those of individuals with 

motor or visual impairments. [5] introduced HGR-Net, 

a groundbreaking model that integrates both 

segmentation and recognition tasks, effectively 

improving gesture recognition in complex 

environments. 

They controlled the mouse using various eye and mouth 

appearances and employed a pretrained dataset for face 

discovery. The investigation looked into how different 

eye and lip articulations can be used to help manage the 

mouse pointer [1]. Grif et al. use a somewhat unusual 

method to interpret hand signals. Hand point highlights 

are taken into consideration for motion 

acknowledgment following basic preprocessing. The 

position between the super left, outrageous right, and 

most raised pixels is identified in the casing. Various 

hand positions are scheduled to specified time points, 

which are then scheduled to particular mouse actions. 

V. V. Reddy and colleagues investigated mouse control 

using hand signal recognition and tinted fingertips. 

They employed two different methods: exposed hand 

motion acknowledgment and variation covers.  

In their investigation, T. Barot et al. developed a 

wearable mouse that was limited by hand gestures. Two 

circuits were part of their framework equipment: a PC 

interface device connected to the PC via USB that 

received distant information and transmitted mouse 

pointer dislodging information to the PC, and a motion 

location device worn on the hand that could follow 

hand signals and mouse clicks. Titlee et al. presented a 

method of skin variety division-based mouse control. 

The architecture relied on a process that divided skin 

tone to regulate mouse movements and was 

implemented in MATLAB. 

The method required the client to wear a heavy, 

disorganized information glove that made it difficult to 

make specific movements. Marker-based and marker-

less approaches are further classifications for vision-

based HCI. The last alternative addresses the rule of 

skin identification and hand division, whereas the 

former needs the client to wear variety markers or 

variety covers. Suriya et al. led a study on adjacent 

signal acknowledgment methods for basic mouse 

control. A number of techniques were examined, 

including simple mouse control, MEMS accelerometer-

based  

http://www.ijsrem.com/


      International Journal of Scientific Research in Engineering and Management (IJSREM) 
                Volume: 09 Issue: 03 | March - 2025                                  SJIF Rating: 8.586                                             ISSN: 2582-3930                                                                                                                                               

 

© 2025, IJSREM      | www.ijsrem.com                                     DOI: 10.55041/IJSREM42033                                            |        Page 3 
 

 

techniques, and stowed away Markov models (Gee). 

OneThese novel approaches to hand motion recognition 

for PC mouse control were discussed and examined in the 

paper. 

Another critical area of development is the improvement 

of feature extraction techniques. [3] provided an extensive 

review of vision-based methodologies, highlighting the 

significance of high-quality feature extraction in 

achieving reliable and accurate gesture rec

ognition. Further research by demonstrated how libraries 

like OpenCV and MediaPipe enable real-time hand 

tracking and gesture classification, bringing these systems 

closer to real-world applicability. 

METHODOLOGY: 

The system architecture consists of three primary 

modules, each of which contributes to the overall 

efficiency and accuracy of the gesture recognition 

process. The first module, hand detection, incorporates 

OpenCV’s image processing capabilities and MediaPipe’s 

pre-trained hand tracking models to identify and track 

hand movements in real-time. These libraries eliminate 

the need for additional specialized hardware, reducing 

system costs and improving scalability. PyAutoGUI is 

utilized for controlling the virtual mouse, ensuring 

seamless integration with the system. 

Preprocessing is another critical step in ensuring accurate 

gesture recognition. Using OpenCV, involves a series of 

transformations—such as frame resizing, noise reduction, 

and image normalization—that prepare the raw video 

frames for analysis. SpeechRecognition and PyAudio are 

used for integrating voice commands into the gesture 

recognition system, enabling multimodal interaction. This 

approach ensures that the system remains responsive and 

adaptable to different user behaviors. 

To ensure robust performance, advanced preprocessing 

techniques such as data augmentation are employed to 

increase the diversity of training samples. By employing 

pre-trained models in MediaPipe, the system achieves 

high accuracy and efficiency, even under challenging 

conditions. 

 

RESULT AND ANALSYS: 

The performance of the proposed system has been 

evaluated using real-world scenarios, achieving an 

impressive accuracy rate of 86%. In addition to the high 

accuracy, the system maintains an average response time 

of 100ms and operates at 30 FPS in real-time conditions, 

which is essential for ensuring smooth and natural 

interaction with users. The system demonstrates consistent 

performance with webcams as low as 720p, illustrating its 

adaptability and versatility. The use of libraries such as 

OpenCV and MediaPipe significantly contributes to the 

system’s robustness in handling diverse environmental 

conditions. 

Despite these successes, the system encountered some 

limitations, particularly with gesture misclassification in 

scenarios where hand movements were occluded. To 

mitigate these issues, future iterations could incorporate 

additional features, such as error recovery mechanisms 

and user feedback loops, ensuring that the system remains 
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responsive and accurate even under challenging 

conditions. Additionally, the integration of voice 

commands through SpeechRecognition and PyAudio 

enhances the system’s functionality, making it suitable for 

a wide range of practical applications. 

 

 

 

DISCUSSION: 

The proposed gesture recognition system represents a 

significant advancement in the field, addressing several 

key limitations of previous methods. The system’s 

adaptability to diverse environmental conditions and its 

ability to maintain real-time performance make it suitable 

for a wide range of applications, including healthcare, 

gaming, and assistive technologies. As discussed by [1], 

gesture recognition systems have the potential to 

transform communication for individuals with disabilities, 

creating new avenues for interaction and engagement. 

However, several challenges remain, including handling 

hand overlaps, gesture variability, and optimizing energy 

efficiency. By leveraging the capabilities of OpenCV and 

MediaPipe, these challenges can be addressed more 

effectively. Future efforts should focus on improving 

energy efficiency and integrating additional features, such 

as wearable technologies, to further enhance the system’s 

functionality and user experience. 

 

CONCLUSION: 

This research demonstrates the successful integration of 

Python libraries and pre-trained models, including 

OpenCV, Speech Recognition, MediaPipe, PyAutoGUI, 

and PyAudio, to create an effective hand gesture 

recognition system. By utilizing these tools, the system 

offers intuitive interaction, enhanced accessibility, and 

improved accuracy in various real-world scenarios. This 

development paves the way for more accessible and 

intuitive human-computer interactions, positioning gesture 

recognition as a viable alternative to traditional input 

devices. 

Future work should explore the integration of these 

libraries with emerging technologies to create even more 

robust and user-friendly systems. By addressing current 

challenges and expanding the scope of gesture recognition 

systems, this field has the potential to revolutionize the 

way humans interact with machines. 
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