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ABSTRACT:  Prediction of ‘Weather or atmospheric condition’ by AI, machine learning techniques is a 

process of great challenge. Attempts had been made by Computer, Data-Scientists since long, how this condition 

can be performed successfully .The objective is to predict weather for a place for certain days, here ‘ALIPORE 

(42807)’.We collected ‘ALIPORE surface data’ (CSV file) for the period, 1969-2023. After collecting this big 

data, completed process of ‘data mining’ and necessary ‘feature engineering’ steps along with choosing 

responsible dependent or independent parameters called as predictors to find results or outputs by various machine 

learning packages of Python like ‘Pandas’, ‘SEABORN’, ‘STATS MODEL’ etc. ,under ‘SCIKIT LEARN’ as 

well as various ML code and techniques like 'Shape’, ‘drop null values’, ‘Describe’, ‘Label-encoding’, ‘IV-

method’, ‘VIF method’ etc. ,some based on statistical theories . Ultimately equation of ‘Logistic Regression’ had 

been built with test-train split formula to predict future weather as ‘SIGNIFICANT’ or ‘CLEAR’ for certain test 

array. During analysis, all the weather phenomena as obtained from this big data set, were classified into two 

categories. No(1)--- ‘Lightning (code 0)’, ‘Drizzle (Code 5)’, ‘Rain (Code 6)’ and ‘Thunderstorm  with rain 

(Code 9)’---for occurrence of any of these weather phenomena ,data were considered as ‘1’ or ‘SIGNIFICANT’ 

weather  and No (2)---On the other hand , all weather except weather as mentioned above ,No (1),were  considered 

as ‘0’ or ‘CLEAR’ weather. 
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        Introduction:  With the advancement of technology  and advent of computer, the process of prediction of  

weather or determination of pattern of probable atmospheric events,  more accurately and efficiently ,with the 

help of AI (artificial intelligence) and ML (machine learning techniques) based on statistical theories has become  a 

great point of interest .How the big data for some place ,since historical time ,can be analysed with machine 

learning software to find out probable weather .It is commonly known that weather is very crucial factor having 

direct impact on society ,including agriculture, transportation, emergency management and all other vital corners of 

our society and wellness. Different machine learning techniques are there to detect future weather , such as trend of 

weather pattern by TIME-SERIES etc. In this case we tried to detect probable weather criteria with the help of 

LOGISTIC REGRESSION METHOD, which falls under supervised learning method. This is based on data 

analysis with weather data with discrete output , either ‘1’ or ‘0’. As we have considered , ‘1’ for SIGNIFICANT 

weather , ‘0’ for CLEAR weather ,from the predicted test data ,we can get  array of predicted weather based on 

previous data and also giving input for previous data weather data, we can get next day weather pattern also. 
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Image of logistic regression  

Theory of logistic regression in the back ground of analytical procedure 

     

   

 

Citation   : Srinivasan , Dr Babji ,Associate Professor ,Department of Applied Mechanics, IIT Madras,2023,note on logistic regression. 
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Literature Review:                 

 Study materials ,notes of professors and data-scientists as well as hand on training on python code analysis on 

zupyter or google collaboratory platform ,study material collected from the course ‘ADVANCED 

CERTIFICATION IN DATA SCIENCE AND AI ,CODE IIT MADRAS ,Digital skill academy’s 

programme’, organised by INTELLIPAAT ,was the biggest source to gain this concept of data analysis ,machine 

learning and determination of output related to this work. Other than these, the sites of data analysis company, 

Kaggle , ‘Analytics Vidya’, ‘Towards data science’, ‘geeks for geeks’ ‘W3 school’ ,Medium etc. ,those open 

sources in google Search Engine were very much helpful to get the suitable codes and to execute the programme. 

Also for one python code , had taken a little help of AI chatbot, ‘gemini’, available in google collab platform.  

Research gap-  Several research papers are there , based on data analysis /machine learning  related to weather 

prediction ,with the help of trained data set, to determine predicted weather for  next-day with the help of previous 

day input data ,but basically these were obtained in some different manner, not by such analysis ,where with the 

help of logistic regression model analysis had been done and where data set used was big data ,historical data 

starting from 1969 till 2023(year 2023 was absent for table 3). So naturally the analysis was more dependable to 

obtain future  prediction more accurately. 

RESEARCH QUESTIONS /HYPOTHESIS 

In this research , basically we wanted to determine whether significant that means weather with rain or thunder or 

drizzle would occur or not. Depending on the output we had to reach that. Based on the model, with the help of 

trend of this previous data pattern ,we could get array of probable weather pattern ,lastly with the help of input of 

previous day data ,we can find next day weather pattern ,whether clear weather will be there or  not. 

METHODS:  

 Data-science ,machine learning, statistical theory ,data analysis ,scientific methods all together run hand to hand . 

In our case for weather analysis , we first of all collected weather data from the data supply portal of IMD PUNE 

(India Meteorological Department –Pune, data supply centre).From this portal, online collection of Alipore (station 

code 42807) data in CSV (comma separated )file format was collected for the purpose of weather analysis and to 

get weather prediction as model output . Scikit learn is an open source library for data analysis built on Numpy, 

Scipy and matplotlib , seaborn etc.  In our case ,this research design is based upon qualitative analysis ,where we 

want to predict the qualitative output, whether the outcome is ‘significant weather’ or ‘clear weather’ .To get the 

output ,data analysis acts a vital role in this research design. The first step is data engineering. It consists of data 

download, to understand the volume of data (shape of data),conversion of data in proper format, deleting (drop 

command) of duplicate data ,null data to prepare the compatibility of successful execution of python code. Also to 

label encoding different types of weather criteria into numeric value by ‘apply lambda’ function. Based on this 

transformation and also various codes of data analysis ultimately reached the output of prediction. Some 

screenshots of procedure of data analysis had been given herewith sequentially. 
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Collected two csv files table 2 and table 3 from IMD PUNE DATA SUPPLY PORTAL ,merged as new excel file 

‘42807_Table_2_Daily_NDCQ-2024_06_192_COMBINED-EXCEL file’ ,then converted this merged file into csv 

file type for data analysis. Received this data file in content folder of google collab for analysis.Checked the shape 

/volume of data at initial situation before editing,merged the three columns of date related fields 

‘year’,’month’,’date’ as one single field for ease of data engineering and then cheked whether any duplicate value 

was there to avoid duplication error.  

 

Then checked the data pattern as sample beginning from head of data with code as herewith below, also checked 

for null values (data not present) to avoid accuracy problem. 

http://www.ijsrem.com/


              International Journal of Scientific Research in Engineering and Management (IJSREM) 

                      Volume: 08 Issue: 09 | Sept - 2024                         SJIF Rating: 8.448                                     ISSN: 2582-3930                                                                                                                                               

 

© 2024, IJSREM      | www.ijsrem.com                                 DOI: 10.55041/IJSREM37452                  |        Page 5 

 

 

 

From this source of data, Alipore, weather data since 1969 to 2023 as per availability ,obtained from IMD PUNE 

,DATA SUPPLY PORTAL.As checked there ,whether the dataset had any null value for any feature there. The 

required code was as above where in our dataset there were some null values as in one of the two csv datasets ,table 

2 and table 3.  In table 2 ,data were absent from 27th december 2022 , as obtained,which considered as null values 

and had to delete to avoid erronius results. As obtained from table 2, data for ‘maximum temperature’,’’minimum 

temperature’,’average wind’,’rainfall’,’sunshine hour’ and ‘weather phenomenon’ in four quarters as mentioned 

there for a day,24 hours .On the other hand, from table 3 ,We obtained ‘station level pressure’,’Mean sea level 

pressure’,’dry bulb temperature’,’wet bulb temperature’,’dew point temperature’,’relative 

humidity’,’vapourpressure’,’wind direction’,’visibility’,’low cloud’’amount of low cloud’ . Deleting duplicate data 

,dropped null values ,rows with null values and in this way reshaped the whole data set to make compatible for 

analysis. Moreover Instead of four weather phenomena ,as representation of weather parameter criteria in four 

quarters of a day,we considered a new variable T ,to represent T1,T2,T3,T4 with the help of lambda function . If 

any significant weather was present for any quarter ,that means if any of the representing weather T1,T2,T3,T4 was 

within ‘9’,’6’,’0’ ,’5’  (where ‘9’ represented there as thunder-storm,’6’ represented there as ‘rain’,’0’ represented 

there as lightning and ‘5’ represented there as drizzle )  
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With the help of label encoding ,thus represented the weather for each day by the new variable ‘T’ ,as image 6.1 

above and then dropped (deleted) the existing predictors T1,T2,T3,T4 to avoid error of duplication.Then 

understanding the effect of this transformation by filtering data for significant weather by data. 
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Then other necessary feature engineering such as data.info() to understand type of data,list of columns of data 

presently existing then ,data.describe() to check statistical result ,value counts for significant and clear weather in 

the whole data set. 

 

 

 

http://www.ijsrem.com/


              International Journal of Scientific Research in Engineering and Management (IJSREM) 

                      Volume: 08 Issue: 09 | Sept - 2024                         SJIF Rating: 8.448                                     ISSN: 2582-3930                                                                                                                                               

 

© 2024, IJSREM      | www.ijsrem.com                                 DOI: 10.55041/IJSREM37452                  |        Page 9 

 

 

Then understanding the effect of this transformation by filtering data for significant weather by data. describe , 

value_counts etc.   As this is a case of qualitative data analysis, and there are object type data also ,so here we used 

IV (Information Value)method to determine strong ,medium and weak predictors. For this method score value as 

follows:   

 

The process of data analysis by IV method and the output of scores are as follows: 
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Result of analysis by IV method as above. Depending on the score value we had to take decision of screening the 

variables according as the score value and according as the priority of predictor indicated there.  The importance 

was decided as  :  <0.02 useless ,0.02 to 0.1 weak predictors, 0.1 to 0.3 medium predictors, 0.3 to 0.5 strong 

predictors.0.5 suspicious . 

 

According to the score of IV method , we dropped the columns ‘DD’ and ’A’ as these are considered as weak 

predictors according as the IV method. After IV method, the data file subjected to   the process of ‘one hot 

encoding’ and label encoding to transform all the data into numeric type and compatible.   
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This time, the columns DATE, INDEX , YEAR, MONTH were discarded, as these parameters would not matter on 

this type of data analysis of qualitative type. Then to remove the factor of multi-collinearity ,we executed VIF 

(variation inflation factor) method repeatedly one after another checking output with VIF value and dropping the 

column with highest VIF value ,each time. 
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Thus reached the position with predictors having VIF factor 6 and less than 6 and thus ascertained the revised data 

set. 

 

Now with the training and testing data set , with ratio 80% ,20% ,formed the test-train split and built logistic 

regression model and prediction data set. 
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The accuracy score, classification report, confusion matrix ( with true positive, true negative, false positive, false 

negative ), precision, recall ,heatmap were determined accordingly to understand the success rate of the model. 
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The F1 score is : F1 = 2 * precision * recall / (precision + recall). It ranges from 0 to 1, 1 representing perfect 

precision and recall, and 0 indicates poor performance. Here value of f1 is 0.78 , so not so bad performance of 

model in this research. 

Precision and recall value as image shown below: 
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Citation:  Chauhan,Amit/”Confusion Matrix In Machine Learning”,Analytics Vidya ,2021. 

https://medium.com/analytics-vidhya/confusion-matrix-in-machine-learning-91b6e2b3f9af 

 

 

 

 

http://www.ijsrem.com/


              International Journal of Scientific Research in Engineering and Management (IJSREM) 

                      Volume: 08 Issue: 09 | Sept - 2024                         SJIF Rating: 8.448                                     ISSN: 2582-3930                                                                                                                                               

 

© 2024, IJSREM      | www.ijsrem.com                                 DOI: 10.55041/IJSREM37452                  |        Page 17 

Prediction of next day weather as below on the basis of input of previous day weather data for the weather 

parameter as given for test data series as picture shown just above. 

 

As prediction here ,the output was ‘0’ so the predicted weather as derived here as ‘clear’ weather. 

SIGNIFICANCE OF THE STUDY 

If with the help of machine learning, the trend of upcoming weather pattern, somehow predicted based on this 

research study with the help of logistic regression model, then it will be helpful. 

Similar as this research study following the research and data analysis pattern, updating data till  date , we can get 

probable weather for few upcoming days. Obviously this would be beneficial for all fields. 

 

TIMELINE   Regarding this research study , it must be mentioned the great contribution of the advanced course of 

‘CCE IIT MADRAS’ ,conducted by ‘INTELLIPAAT’ completed within one year, consisting of hands-on  of 

‘python data analysis’ on zupyter as well as google collaboratory platform ,the statistical theory based on these data 

analysis ,and course also with other software like my-sql and power-bi.From this data analysis consisting of 

different types of analysis pattern , such as pandas ,linear regression ,logistic regression, decision tree, random 

forest ,time series analysis, tensor flow ,natural language processing, KNN(K-Nearest Neighbour) ,image 

recognition etc. This research study is a try of data analysis for prediction of output with logistic regression , the 

idea obtained from data -analysis with the help of predictors ,where predictors are various weather parameters and 

this is a type of categorical analysis with output as ‘1’ and ‘0’ ,where ‘1’ considered as all type of ‘significant’ 

weather and ‘0’ considered as ‘clear’ weather. The total time taken is about two years considering course of data-

analysis, acquiring ability to understand as well as execute the programme with compatible data to get correct 

output and the rest is own idea how to form a suitable analysis to predict outcome on the basis of previous 

knowledge. 

 

 

Conclusion and future work:  In this research design, this was  dealt with weather prediction with the help of 

logistic regression method. The accuracy score, F1 score and the confusion matrix all proved that the performance 

of the model was good enough . In future this may be applied with the addition of latest appended data to get 

further more accurate result .The data analysis may be done also with the help of other machine learning tools to 

compare between ,to get the more accurate output. In future , we can try this by other advanced AI and ML 

technique with the help of pretrained model and fine tuning. 
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