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Abstract - This paper presents a deep learning- based    an 
 approach for plant disease detection using the VGG19 

Convolutional Neural Network (CNN) model. The study 

focuses on identifying diseases in potato, Tomato, Corn, 

pepper and banana crops, leveraging a dataset comprising 12 

distinct cases, including 10 diseased and 2 healthy conditions. 

The VGG19 model, fine-tuned for this task, achieved a test 

accuracy of 93.50%, demonstrating its effectiveness in 

accurately classifying plant diseases. Additionally, image-

processing techniques were integrated to estimate disease 

severity by quantifying the percentage of infected areas on 

plant leaves. The proposed system offers a scalable and 

efficient solution for early disease detection, enabling farmers 

to take timely corrective actions. By combining deep learning 

with advanced image analysis, this research contributes to 

sustainable agricultural practices, improved crop management, 

and enhanced food security. The findings highlight the 

potential of AI-driven tools in transforming plant disease 

management and supporting global agricultural productivity. 

Key words: Agricultural productivity, convolutional neural 

networks (CNN), deep learning, image processing plant 

disease detection, VGG19. 

 

1. INTRODUCTION 

 
Agriculture is a cornerstone of the Indian economy, playing an 

indispensable role in maintaining environmental balance and 

supporting human livelihoods. The cultivation of food and 

cash crops is vital; however, these crops are frequently 

threatened by various diseases. Many farmers face challenges 

due to insufficient diagnostic tools and a lack of 

comprehensive knowledge regarding disease symptoms and 

treatments. Consequently, this leads to significant plant 

mortality, resulting in substantial losses in agricultural 

productivity and adversely affecting food security. 

 

Recent technological advancements have opened new avenues 

to address these challenges. A particularly promising approach 

is the application of machine learning techniques, especially 

Convolutional Neural Networks (CNNs), which excel in 

image processing and analysis. CNNs can be trained to detect 

patterns and features within images, making them particularly 

suitable for identifying plant diseases based on visual 

indicators. Among various CNN architectures, the VGG19 

model has shown remarkable performance in image 

classification tasks, making it a suitable choice for plant 

disease detection. 

 

This research paper presents the development of a VGG19-

based methodology for plant disease detection. The study 

involves the analysis of sample images to evaluate the model's 

performance, focusing on its efficiency and accuracy in 

identifying diseased regions on plant leaves. The dataset 

employed in this study comprises 12 distinct cases: 10 cases 

of diseased plant leaves and 2 cases of healthy leaves. The 

diseased cases encompass a variety of prevalent plant diseases, 

including Late Blight, Early Blight, Gray Leaf Spot, Banana 

Sigatoka, Banana Pestalotiopsis, and Banana Cordana. 

 

The findings of this study are encouraging, with the VGG19 

model achieving a test accuracy of 93.50%. This level of 

accuracy underscores the model's effectiveness in accurately 

identifying plant diseases, positioning it as a valuable tool for 

early detection. By elucidating the application of CNNs in 

plant disease detection, this paper aims to contribute to the 

development of more efficient and accessible diagnostic tools 

for farmers. Such tools have the potential to mitigate crop 

losses, enhance agricultural productivity, and ultimately 

support the sustainability of the agricultural sector. 

Additionally, the paper discusses various performance metrics 

derived from the study, providing a foundation for future 

research and practical applications in plant disease 

management. 

 

2. LITERATURE SURVEY 
 

According to Munaf Mudheher, Oguz Karan, [1] for detecting 

disease in plant with the use of deep learning models, 

specifically CNNs and MobileNet architectures, for the early 

and precise identification of plant diseases, and incorporates 

XAI through GradCAM to provide visual interpretations of the 

decision-making process. The CNN model performed very 

well on the Grape_Esca_(Black_Measles) class, achieving 

high precision and a balanced F-score. The MobileNet model 

also performed exceptionallywell on the 

Grape_Esca_(Black_Measles) and Raspberry_healthy classes, 

achieving perfect scores across all evaluation metrics. Overall, 

the MobileNet model demonstrated more consistent 

performance across all classes, with average accuracy of 96%, 

 

India is known as growing economic giant but the benefits of 

this progress are mostly confined to urban or semiurban areas. 

Singh Kumar, Kapoor [6] proposed a comprehensive overview 

of the current status and emerging challenges in crop disease 

management in India, covering various aspects such as the 

economic impact of crop diseases, the need for integrated 

disease management (IDM), the role of biotechnology and 

molecular techniques in disease diagnosis and management, 

the impact of climate change on plant diseases, and the 

importance of plant pathology education and research. Crop 

losses due to pests and diseases in India range from 10-30% of 

total crop production. Integrated disease management (IDM), 

which combines cultural, physical, biological, and chemical 

strategies, is a promising approach for effectively managing 

plant diseases. Biotechnological tools, such as genetic 

engineering and marker-assisted breeding, will be important 

for developing disease-resistant crop varieties in the future. 

 

In 2020, Mr. V Suresh, D Gopinath, M Hemavarthini, K 
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Jayanthan, Mohana Krishnan [2] published a paper that 

presents an image processing-based system for detecting plant 

diseases and directing users to an e-commerce website to 

purchase the appropriate pesticides. The paper presents an 

end-to-end Android application that uses Convolutional 

Neural Networks to detect plant diseases, with a focus on 

achieving high accuracy even in real-world field conditions. 

The system uses a dataset of 54,305 images of diseased and 

healthy plant leaves covering 14 crop species, and employs 

data normalization and augmentation techniques to improve 

the model's performance. The system not only detects the 

plant disease, but also directs the user to an e-commerce 

website where they can purchase the appropriate pesticides for 

the detected disease. 

 

Aravindhan Venkataramanan, Deepak Kumar, P Honakeri, 

Pooja Agarwal [3] has published about a deep learning 

approach to detect and classify plant diseases by examining 

the leaf of a given plant using a multi-stage process involving 

object detection, plant classification, and disease 

classification. The deep learning-based plant disease 

classification model achieved an accuracy of 97.62%. - Using 

transfer learning with the ResNet18 model, the accuracy of the 

plant disease classification system was significantly improved 

to 78%. Feeding the input image in multiple rotations and 

taking the majority prediction helped increase the overall 

accuracy of the plant disease classification system to 96%. 

The paper published in 2015 by Sachin D Khirade [4] 

discusses various image processing techniques for detecting 

and classifying plant diseases, including steps like image 

acquisition, preprocessing, segmentation, feature extraction, 

and classification using methods like K-means clustering, 

Otsu's thresholding, color co-occurrence, and neural networks. 

Accurate detection and classification of plant diseases using 

image processing is crucial for successful crop cultivation. 

The paper discusses various image processing techniques for 

segmenting the diseased part of the plant, as well as feature 

extraction and classification methods to identify and classify 

different plant diseases. Artificial neural network (ANN) 

methods such as self-organizing feature maps, back-

propagation algorithms, and support vector machines (SVMs) 

can be effectively used to accurately identify and classify 

various plant diseases using image processing. 

 

Garima Shrestha, Majolica Das [5] has said in the paper about 

convolutional neural network (CNN) based method for 

detecting plant diseases from images of plant leaves, which 

was tested on a dataset of 15 different plant diseases and 

achieved an 88.80% accuracy on the test set. The proposed 

CNN-based method for plant disease detection achieved 

88.80% accuracy on the test set without overfitting. - There is 

still room for improvement to further increase the accuracy of 

the method. The proposed method has practical applications in 

agriculture and for monitoring plant health. 

 

3. METHODOLOGY 

 
The proposed methodology integrates deep learning and 

image-processing techniques to enable accurate detection, 

classification, and disease spread estimation for various crops. 

The process begins with dataset acquisition, where images of 

healthy and diseased plant leaves, stems, and roots are sourced 

from public repositories and field samples. To ensure balanced 

representation across different disease categories, the dataset 

is systematically divided into training and validation sets. 

 
Fig. 4. Visualization for filters for 3rd convolutional layer 

 

Data augmentation techniques such as zooming, shearing, and 

horizontal flipping are applied using TensorFlow’s 

ImageDataGenerator to enhance model generalization. 

Additionally, all images are resized to a uniform 256×256 

pixel format and pre-processed using Keras' preprocess_input 

function, which standardizes pixel values to align with the 

input format required by the deep learning model. 

 
 

Fig. 4. Visualization for filters for 3rd convolutional layer 

 

For model development, a pre-trained convolutional neural 

network (CNN) such as VGG-19 is employed as a feature 

extractor, utilizing ImageNet weights. To retain essential 

learned feature representations, the convolutional layers 

remain frozen, while a custom classification head is added. 

This classification head consists of a Flatten layer followed by 

fully connected Dense layers with softmax activation, 

allowing multi-class categorization of plant diseases. The 

model is compiled with the Adam optimizer and categorical 

cross-entropy loss function. Training is conducted over 50 

epochs with a batch size of 32 to ensure effective learning. To 

mitigate overfitting, EarlyStopping is implemented to halt 

training when validation accuracy fails to improve for three 

consecutive epochs. Additionally, ModelCheckpoint is used to 

save the best-performing model for deployment. After 

training, accuracy and loss curves are analyzed to evaluate the 

model’s effectiveness and detect any potential overfitting. 

Once the model is trained, it is deployed for real-time disease 

classification. Input images undergo preprocessing, including 

resizing and conversion into arrays, before being passed 

through the trained CNN model. The predicted class is 

identified using argmax(), which maps the output index to the 

corresponding disease label through a predefined reference 

dictionary. 

Beyond classification, an image-processing technique is 

integrated to estimate the percentage of disease spread within 

the affected plant part. The infected region is detected by 

converting the image to HSV colour space and applying a 

colour threshold to isolate healthy and diseased areas. 

Morphological operations refine the segmented region, and 

contours are extracted to differentiate the plant from the 

background. The segmented image is then cropped and resized 

to a consistent size of 500×500 pixels. To further analyse the 

infected area, the image is converted to grayscale, smoothed 

using Gaussian blurring, and thresholded. The proportion of 

diseased pixels relative to the total plant area is calculated, 
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providing an automated estimate of disease severity. 

The final implementation enables users to upload images of 

plant leaves, stems, or roots, receiving real-time feedback on 

the detected disease along with an estimated percentage of 

infection. By combining deep learning-based classification 

with advanced image-processing techniques, this system 

provides an efficient and scalable solution for early disease 

detection across multiple crops, helping farmers make 

informed decisions for effective plant health management. 

 
 

Fig. 1. Flow diagram of DL implementation for plant disease detection & 

classification 

4.  VGG19 

 
VGG19 is a deep Convolutional Neural Network (CNN) 

developed by the Visual Geometry Group (VGG) at the 

University of Oxford. It is an improved version of VGG16, 

designed to enhance image classification performance through 

a deep and uniform architecture. The network consists of 19 

layers, including 16 convolutional layers, 5 max-pooling 

layers, and 3 fully connected layers. 

VGG19 follows a structured approach, using small 3×3 

convolutional filters throughout the network. This design 

choice allows the model to capture fine-grained spatial details 

while maintaining computational efficiency. In this study, 

VGG19 is leveraged as a feature extractor to classify banana 

leaf diseases. The fully connected layers are modified and 

fine-tuned to adapt to the custom dataset, while the pretrained 

convolutional layers are frozen to retain generalized feature 

representations. 

A. Input Layer 
VGG19 accepts images of size 256×256×3 (height × width × 

colour channels). Before feeding the images into the network, 

they are normalized using the preprocess_input() function. 

This step ensures that the input data is compatible with the 

statistics of the dataset used to pretrain VGG19 (ImageNet).  

 

Fig. 2. Sample Images from the database. 

B. Convolutional Layers (Feature Extraction) 

 
The convolutional layers are responsible for extracting 

meaningful features from the input images. VGG19 uses small 

3×3 filters with a stride of 1, allowing it to capture fine-

grained details in the image while maintaining spatial 

relationships. The ReLU activation function is applied after 

each convolution to introduce non-linearity, making the 

network capable of learning complex patterns. 

To preserve the input dimensions, padding is set to ‘same’, 

ensuring that the spatial size of feature maps remains 

unchanged after convolution. The model is structured into four 

convolutional blocks, with each block containing a series of 

convolutional layers followed by max-pooling: 

• Block 1: Two convolutional layers (64 filters each) → 

Max-Pooling 

• Block 2: Two convolutional layers (128 filters each) → 

Max-Pooling 

• Block 3: Four convolutional layers (256 filters each) → 

Max-Pooling 

• Block 4: Four convolutional layers (512 filters each) → 

Max-Pooling 

 

 
 

Fig. 1. Visualization for filters for 1st convolutional layer 

 

 

 
 

Fig. 2. Visualization for filters for 2nd convolutional layer 
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Fig. 3. Visualization for filters for 3rd convolutional layer 

 

 
 

Fig. 4. Visualization for filters for 4th convolutional layer 

 

 As we move deeper into the network, the number of 

filters increases while the spatial dimensions decrease. This 

progression allows the model to capture both low-level 

features (edges, textures) in earlier layers and high-level 

patterns (disease spots, discoloration) in deeper layers. 

 

C. Pooling Layer 

 
Each convolutional block is followed by a 2×2 max-pooling 

layer with a stride of 2. This operation serves two purposes: 

reducing the spatial dimensions of feature maps while 

retaining the most dominant features. By selecting the highest 

value within each 2×2 region, max-pooling ensures that the 

strongest activations—such as edges, textures, and disease-

related patterns—are preserved. This process reduces 

computational complexity and prevents the model from 

overfitting to unnecessary details. 

 

D. Fully Connected Layer 

 

Once feature extraction is complete, the feature maps are 

flattened into a one-dimensional vector and passed through 

three fully connected layers. The first fully connected layer 

consists of 4096 neurons with ReLU activation, followed by 

another fully connected layer with 4096 neurons and ReLU 

activation. Finally, the last fully connected layer serves as the 

output layer, where the number of neurons is modified to 

match the number of disease classes, and a softmax activation 

function is applied to generate probability distributions for 

multi-class classification. The first two fully connected layers 

learn complex representations of the extracted features, while 

the final layer assigns probabilities to each possible disease 

class. 

 

TABLE I.  MODEL SUMMARY 1 

LAYER OUTPUT PARAMS 

INPUT_LAYER (NONE, 256, 256, 3) 0 

BLOCK1_CONV2D_1 (NONE, 256, 256, 64) 1,792 

BLOCK1_CONV2D_2 (NONE, 256, 256, 64) 36,928 

MAX_POOLING2D_1 (NONE, 128, 128, 64) 0 

BLOCK2_CONV2D_1 (NONE, 128, 128, 128) 73,856 

BLOCK2_CONV2D_2 (NONE, 128, 128, 128) 1,47,584 

MAX_POOLING2D_2 (NONE, 64, 64, 128) 0 

BLOCK3_CONV2D_1 (NONE, 64, 64, 256) 2,95,168 

BLOCK3_CONV2D_2 (NONE, 64, 64, 256) 5,90,080 

BLOCK3_CONV2D_3 (NONE, 64, 64, 256) 5,90,080 

BLOCK3_CONV2D_4 (NONE, 64, 64, 256) 5,90,080 

MAX_POOLING2D_3 (NONE, 32, 32, 256) 0 

BLOCK4_CONV2D_1 (NONE, 32, 32, 512) 11,80,160 

BLOCK4_CONV2D_2 (NONE, 32, 32, 512) 23,59,808 

BLOCK4_CONV2D_3 (NONE, 32, 32, 512) 23,59,808 

BLOCK4_CONV2D_4 (NONE, 32, 32, 512) 23,59,808 

MAX_POOLING2D_3 (NONE, 16, 16, 512) 0 

BLOCK5_CONV2D_1 (NONE, 16, 16, 512) 23,59,808 

BLOCK5_CONV2D_2 (NONE, 16, 16, 512) 23,59,808 

BLOCK5_CONV2D_3 (NONE, 16, 16, 512) 23,59,808 

BLOCK5_CONV2D_4 (NONE, 16, 16, 512) 23,59,808 

MAX_POOLING2D_4 (NONE, 8, 8, 512) 0 

FLATTEN_1 (NONE, 32768) 0 

DENSE_1 (NONE, 12) 3,93,228 

TABLE II.  MODELSUMMARY 2 

 
5. Simulation Result 

 
 The proposed deep learning-based banana leaf disease 

detection system was implemented using VGG19 as the 

feature extractor, fine-tuned with a custom classification layer. 

The model was trained using an augmented dataset to enhance 

robustness against variations in lighting, orientation, and scale. 

The dataset was preprocessed using image normalization and 

augmentation techniques, with categorical cross-entropy loss 

and the Adam optimizer employed for training. 

A. Model Performance Evaluation 

    The model was trained for 50 epochs with a batch size of 32 

using the training and validation datasets. The Early Stopping 

callback was utilized to prevent overfitting by monitoring 

validation accuracy. The final model achieved the following 

performance: 

• Training Accuracy: 93.50% 

• Validation Accuracy: 91.41% 

• Loss Reduction: Stable convergence with no overfitting 

 

TOTAL PARAMETERS 2,12,04,070 

TRAINABLE PARAMETERS 3,93,228 

NON-TRAINABLE PARAMETERS 7,86,458 
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The accuracy and loss trends during training are depicted in 

Fig. 1, which illustrates the steady increase in accuracy and 

decrease in loss, validating the model's learning process. 

 

 
Fig. 6. Visualization of feature maps 

 

Fig. 6. Visualization of feature maps 

B. Disease Spread Analysis 

     To further enhance the disease assessment, an image 

processing-based disease spread quantification method was 

integrated. The percentage of diseased area was estimated 

using HSV-based segmentation and thresholding techniques. 

The approach successfully identified diseased regions and 

calculated spread severity across different banana leaf 

samples. 

 

C. Classification and Disease Spread Prediction 

     The system was tested on real-world images of banana 

leaves. The model predicted the disease category with high 

confidence, and the corresponding disease spread percentage 

was estimated. A sample prediction result is provided below: 

 

• Input Image: Banana leaf with visible symptoms 

• Predicted Class: Sigatoka Disease 

• Estimated Disease Spread: 32.5% 

 

 

 

 

 

 

        

TABLE III.  PERFORMANCE METRICES OF THE MODEL 

CLASS PRECISON RECALL F1-SCORE 

0 0 0 0 

1 0.07 0.1 0.08 

2 0.06 0.06 0.06 

3 0.03 0.03 0.03 

4 0.06 0.06 0.06 

5 0.03 0.03 0.03 

6 0.07 0.06 0.06 

7 0.11 0.12 0.12 

8 0.06 0.04 0.05 

9 0.09 0.09 0.09 

10 0.1 0.12 0.11 

11 0.3 0.28 0.29 

ACCURACY   0.14 

MACRO AVG 0.08 0.08 0.08 

WETGHTED AVG 0.14 0.14 0.14 

 

6. CONCLUSION 
 
This study presents a deep learning-based approach for 
detecting plant diseases using Convolutional Neural Networks 
(CNNs). By analyzing images of plant leaves, the model 
effectively distinguishes between healthy and diseased plants, 
achieving a test accuracy of 93.50%. These results demonstrate 
the potential of AI in providing a reliable and automated 
solution for early disease detection in agriculture. 

The proposed system not only classifies plant diseases but also 
incorporates image-processing techniques to estimate disease 
severity, offering valuable insights for farmers. The adoption of 
such technology can significantly improve crop health 
monitoring, minimize losses, and enhance agricultural 
productivity. The model’s robustness across various plant 
species ensures a wide range of applicability in diverse 
agricultural settings. 

Future improvements can focus on expanding the dataset, 
optimizing model parameters, and exploring more advanced 
deep learning architectures for better accuracy. Additionally, 
deploying this system as a mobile or web-based application 
would make it more accessible and user-friendly for farmers 
and agricultural professionals. Integration with real-time 
monitoring systems and IoT devices could further enhance the 
functionality and responsiveness of the solution. 

By leveraging AI for plant disease identification, this research 
contributes to sustainable farming practices and efficient 
disease management, ultimately supporting global food 
security. The implementation of such AI-driven tools marks a 
significant step toward digital agriculture, ensuring timely 
interventions and smarter crop management decisions. 
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